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ABSTRACT

This paper presents RF Genesis (RFGen), a novel and cost-effective method for synthesizing RF sensing data using cross-modal diffusion models, in order to improve the generalization capability of millimeter-wave (mmWave) sensing systems. Traditional machine learning models used in mmWave sensing struggle with limited training datasets. Their performance degrades drastically when confronted with unseen users, environments, sensor configurations, test classes, etc. RFGen mitigates these challenges by using a cross-modal generative framework to synthesize and expand mmWave sensing data. We specifically propose a custom ray tracing simulator to simulate RF propagation and interaction with objects/environments. We then leverage a set of diffusion models to generate massive 3D scenes, and transform the visual scene representation into the corresponding mmWave sensing data, under the direction of application-specific "prompts". Our proposed approach reconciles the physics-based ray tracing with the black-box diffusion model, leading to accurate, scalable, and explainable vision-to-RF data synthesis. Our extensive real-world experiments highlight RFGen's effectiveness in diverse mmWave sensing applications, enhancing their generalization to unseen test cases without laborious data collection.
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• Human-centered computing → Ubiquitous and mobile computing; • Computer systems organization → Embedded and cyber-physical systems.
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1 INTRODUCTION

Wireless sensing is a rapidly emerging technology that is permeating into human life, from research prototypes to standardization and commercialization. Millimeter-wave (mmWave) sensing is gaining particularly strong traction in recent years, owing to the relatively high angular/range resolution from large antenna arrays and wide sampling bandwidth. Beyond the classical distance/speed detection, recent mmWave sensing applications are demonstrating vision-like capabilities, such as gesture/posture tracking, person reidentification, point cloud generation, [4, 12, 25, 38, 42, 43, 58], etc., often driven by deep learning models.

One common challenge for such applications lies in generalization. Due to their short wavelengths and coherent combination of multipath reflections, RF signals are highly sensitive to tiny changes in the sensing target. For example, prior work [28] and our own experiments (Sec. 10) reveal that gesture-sensing data can vary dramatically as the subjects vary their orientation. Unfortunately, deep learning models often struggle with unseen data. Collecting massive datasets may mitigate the problem, but it poses unique hurdles. Firstly, it calls for specialized, often costly equipment, which could be prohibitive for everyday applications. Secondly, the data collected is usually specific to the radar configuration under which it was gathered, making the transfer of data between varying applications or scenarios problematic. This complexity amplifies the challenge of generalizing mmWave sensing models.

Using simulators to synthesize data has proven to be a promising strategy, with extensive validation in the fields of computer vision and graphics [31]. However, this scheme has not been widely used in the RF field. Synthesizing data with RF simulators (e.g., ray tracer or electromagnetic synthesis) requires an abundance of scene information, including the geometry, motion, material properties of objects, and environmental context. These details typically require expensive equipment and laborious efforts. The lack of high-precision scene information also exacerbates the sim-to-real gap.

In this paper, we propose RF Genesis (henceforth referred to as RFGen), a novel mmWave sensing data synthesis method to overcome the generalization challenge. As illustrated in Fig. 2, RFGen builds on two high-level design principles: (i) Using a generative framework, a cross-modal diffusion model in particular, to generate massive RF sensing data from vision and graphics datasets. (ii) Integrating a white-box physics-based mmWave ray tracing simulator with the black-box generative model to represent realistic RF signal propagation and interaction with the scene. By utilizing and diffusing existing vision datasets, RFGen significantly curtails the cost of RF sensing data collection, and enables existing mmWave sensing
models to be more adaptable and robust in practical scenarios. To bring the two design principles to fruition, we have to grapple with non-trivial technical challenges.

(i) Massive vision-to-RF data synthesis. The simulation of scene-specific RF sensing signals entails massive labeled 3D vision datasets as inputs. However, existing 3D vision datasets still bear limited diversity and coverage. For instance, no existing human posture dataset [41] simultaneously covers a large number of participants, postures, or scenes, whereas tiny variations across these dimensions may lead to drastically different RF signal patterns. To overcome this challenge, we propose a set of diffusion models to diversify the vision data to a virtually unlimited set of objects and environments. We further use an RF sensing prompt method to steer the diffusion models toward the scenes of most interest to each sensing application.

(ii) Generative modeling of RF signals across massive visual scenes. Whereas it is feasible to use deep learning models to directly render RF signals (similar to computer graphics [36]), the rendering model itself entails massive ground-truth RF data for training. We instead custom-build a physics-based ray tracing simulator, which is explainable and can leverage the sparse nature of the mmWave channel [49] to attain high efficiency. In particular, we observe that, unlike electromagnetic simulation which entails wavelength precision, mmWave sensing applications only need to preserve the general spatiotemporal features of signals.

Unfortunately, the ray tracing based simulation of multipath reflection is still limited due to the nuances in material properties and internal structures. We thus propose a path diffusion model to rectify such imperfections. Yet the deep learning-based diffusion does not bode well with the physics-based outputs from ray tracing. We propose a path-based intermediate representation of the sensing signals, which enables the generation of structured multipath noise from the diffusion models, based on an RF path low-rank adaptation mechanism.

We have implemented the RFGen framework and conducted a comprehensive evaluation using off-the-shelf mmWave radar sensors. Our microbenchmark experiments demonstrate that the mmWave sensing signals generated by RFGen can accurately approximate the ground-truth, in terms of both raw signal structures, point cloud, and multipath noise. Given the flexibility of RFGen, it can be adapted to synthesize training data and augment the generalization capability of a variety of mmWave sensing applications. To verify its effectiveness, we conduct two case studies, i.e., mmWave-based posture recognition and gesture sensing. Our experiments using off-the-shelf radar sensors indicate that RFGen can enable existing sensing models to work reliably across unseen postures/gestures, environments, subjects, and their orientations, etc. In contrast, the accuracy of state-of-the-art sensing systems degrades to an unusable level (down to around 20%) in such diverse scenarios.

Our contributions can be summarized in the following three points:

- We develop a novel mmWave sensing signal synthesis framework that integrates physics-based ray tracing and black-box diffusion models. This combination facilitates the accurate and adaptive simulation of mmWave echo signals.
- We conduct extensive evaluations of our framework on real-world radar platforms and sensing applications. These tests underscore the framework’s effectiveness and its potential for widespread use in diverse fields.

![RFGen can generate diverse training data for RF sensing applications to improve generalization, based on the description of the target sensing application and its large cross-modal knowledge.](image)

2 BACKGROUND AND RELATED WORK

Generalization of mobile and RF sensing. In the realm of machine learning, generalization refers to a model’s capability to accurately perform inference on new, unseen testing data [3]. It entails identifying underlying patterns in limited training datasets without succumbing to overfitting. This generalization challenge is more prominent in the context of RF sensing due to the elusive complexities of wireless signals. Take mmWave sensing as an example, the reflection signal is incredibly sensitive to micro-displacements [56], micro-movements [16, 68], diffraction, and multipath reverberation around the subject [57, 68]. So even the same action repeated by the same subject may result in highly variable signal patterns, not to mention cross-subject or cross-environment. Our empirical study (Sec. 9) indicates that state-of-the-art mmWave human posture/gesture recognition systems [28, 60] are unable to correctly recognize the unseen postures or gestures. Their performance degrades significantly even for the same posture/gesture performed in different environments, by different users, or at different relative orientations between the user and the radar sensor.

Existing efforts in addressing the generalization problem of sensing applications can be largely categorized into two areas: (i) Improving the model performance [59, 61], such as enabling them to discern important patterns within small data samples or providing them with insights based on physical laws for a more accurate and mathematical understanding of the target state. (ii) Generating more diversified data for existing algorithms to learn from [9, 53, 64, 67]. Methods of data synthesis or augmentation exist for various modalities such as images, IMUs, ultrasound, and mmWave. However, these techniques often involve converting data from one modality to another or have stringent input requirements, leaving the customization of the required data an open challenge. RFGen offers a more cost-effective and efficient solution for generating the elusive mmWave sensing data using generative diffusion models which can be easily customized through prompts.
Specific to the wireless sensing area, two approaches to enhancing generalization have been explored recently. (i) Data augmentation. Beyond basic transformations such as shifting or rotating signal representations akin to image operations [9], the primary method involves the addition of noise [53]. Whereas the former falls short of representing the channel distortions of wireless signals, the latter struggles in creating structured noise (to accommodate the impacts of environmental multipath). (ii) Neural style transfer (NST). Recent works attempt to use NST to transfer clean, simulated signal data into real-world environments [1, 52]. However, conventional NST methods, like GANs, typically only transfer data to previously trained environments and fail in unseen environments. Moreover, training such NST models necessitates vast amounts of pre-training data, which is costly and prone to the generalization problem by itself.

Generative Diffusion Models. Recent advancements in diffusion models have broadened their applications beyond image synthesis [6, 10]. Examples include the generation of sound [63], human actions [51], 3D models [37], and more. They have even been employed in scientific disciplines like protein design [55]. Despite these strides, there is a noticeable gap in research regarding diffusion models’ applications in the RF domain. RFGen marks a notable step in identifying the significance of the diffusion model for overcoming the notorious generalization problem in wireless sensing.

Simulation-based cross-modal data synthesis. Simulation-based data synthesis usually takes a physical scene as input and generates desired sensing modalities, such as motion sensor [26], audio [7], Lidar [32], etc. Notably, Vis2Doppler [1] proposed using video data of the human body to simulate Doppler signals. Midas [11] built upon this by generating more comprehensive and accurate radar data from videos. However, these methods can only generate scenes from existing video data, and lacking understanding and transformation of semantics and context, making application-specific customization difficult. This limitation makes them inexplicable in solving the generalization problem. Furthermore, they usually require the videos to be stable and sufficiently illuminated and are vulnerable to the artifacts from 3D reconstruction algorithms (i.e., algorithms that imperfectly rebuild the target mesh model from videos). Simulating RF propagation requires complex and accurate scene information, including geometry, material properties, movement information, and even the internal structure of objects. Existing cross-modal simulation methods often struggle to obtain such information. In contrast, RFGen leverages a generative diffusion model to proactively generate full-scene information, making the generated data more accurate scalable, customizable, and cost-effective.

3 SYSTEM OVERVIEW

RFGen is a scalable and generic framework that leverages diffusion models learned from existing vision datasets, adapting them to the RF domain, thus generating high-fidelity training data for wireless sensing. The ultimate goal is to enhance the generalization capabilities of wireless sensing models.

The end-to-end workflow is shown in Fig. 2. A user defines the target sensing application through RF Sensing Prompts, which outline the potential actions of the target and its environment. RFGen first processes the prompts using an Object Diffusion model which, based on its pre-trained knowledge, generates a diverse range of object motions and 3D mesh models. These are subsequently fed into a Path Tracer, which simulates RF propagation following physical laws and produces a set of traced paths that interact with the target. Simultaneously, the prompts are also processed by an Environment Diffusion model to generate various environmental multipath representations. Such path-traced and diffused multipath data are then fused by the Path Diffusion model to further enhance realism. Notably, RFGen operates on a hybrid model that merges the white-box physical law models with black-box deep learning models. To enable such reconciliation, RFGen utilizes RF LoRA as the communication layer, integrated into the diffusion models. This integration ensures the conversion of the model’s output into a newly designed universally compatible format (i.e., path-based intermediate representation) between the white-box and black-box models. Finally, the path information is injected into a signal generator which computes the resulting radar received signals. These signals can then be used as augmented training data to enhance the generalization of existing mmWave sensing models.

4 PHYSICAL SIMULATION MODELS

The physics-based RF simulator takes the scene information from the Object Diffusion and simulates the radar signal’s propagation and interaction with the objects, subsequently outputting the echo signal received by the radar. More specifically, the RF simulator employs a Path Tracer to emit a set of rays from the radar’s location, and simulates the rays’ interaction with objects in the scene (e.g., through reflection), taking into account the material and geometrical properties of the objects. The resulting path information is mixed with the environmental path generated by the diffusion model. This collected path information is eventually integrated and processed by the Signal Generator to compute the final raw signal. We now elaborate on the two building blocks of the RF simulator.

4.1 Path Tracer

The Path Tracer is essentially a ray tracing algorithm. Since ray tracing involves emitting a massive number of rays in each frame to calculate the intersection and interaction of electromagnetic waves with all geometric bodies in the scene, it can easily become a computational bottleneck. Consequently, an efficient and accurate path tracer is of paramount importance.

Existing ray tracers for RF simulation attempted to curtail the computation cost by merely tracing key nodes on specific objects [20]. However, this method not only compromises accuracy but also poses challenges when adapting to other objects or adding new objects to the scene. Other RF ray tracers, often based on optical ray tracing [46], support arbitrary objects but emit rays uniformly in space with a limited total number, akin to pixel sampling in images. This method led to the excessive sampling of the background environment, resulting in non-contributing samples and the wastage of most rays. Furthermore, it causes an insufficient sampling of the objects, and hence inaccurate representation of the RF echo signal response.

Material Properties: Understanding RF signal behavior upon encountering different materials is pivotal in our simulations. Derived from Maxwell’s equations, the Fresnel coefficients allow us to predict the reflected and transmitted radiation at an interface. These
coefficients consider the incident angle, RF signal polarization, and material’s permittivity and permeability.

We model materials in our simulator by assigning relative permittivity and permeability values, encompassing a range from non-conductors like wood to conductors such as metals. The equations $\epsilon = \epsilon_0 \frac{J_0}{\epsilon_0}$ and $\eta = \sqrt{\mu_0 / \epsilon}$ describe their properties.

In the simulator, the Fresnel equations determine reflection and transmission rates at boundaries, influencing received signal strength. Our ray-tracing simulator, grounded on the Fresnel model, adeptly manages reflection, transmission, and absorption, especially useful in indoor RF interactions.

As a result, we emit more rays toward these detected edge and wedge areas. This technique not only enhances the utilization of rays but also boosts efficiency, mitigating the traditional computational bottlenecks. Furthermore, by leveraging GPU parallel processing and acceleration structures such as the Bounding Volume Hierarchy (BVH) [13, 17], the outcome is an impressively swift simulation speed at the millisecond level.

### 4.2 Signal Generator

After obtaining path information from the Path Tracer and Diffusion Models, we use the **Signal Generator** to calculate the final signal received by the radar. The path information includes all the interaction information (e.g., incident angle, normal vector) with objects’ surfaces, and we need this to calculate the impact on electromagnetic waves. Calculating the exact scattered field would involve solving Maxwell’s equations, which is impractical to compute for large or complex objects. Therefore, we employ the Physical Optics Integral (POI) method [19] to simplify the problem to an integral over the object’s surface, which is much more computationally efficient. The Physical Optics approximation provides a reasonably accurate representation of the scattered field for many practical scenarios, especially when the object is much larger than the wavelength of the incident wave. We model the material’s reflection coefficient using Fresnel coefficients [22, 62]. To specify material properties (e.g., permittivity and conductivity of the human body), we obtain the information from publicly available material databases [33, 40] and directly input it into the target object’s initial base mesh model. As the rays encounter an object’s surface, we use the classical Fresnel equations to ascertain the proportion of the ray that is reflected versus transmitted into the new medium.

Finally, these accumulations are incorporated into the calculation of the signal received by the radar. For the widely used FMCW radar [23], the received signal is modeled as:

$$S(t) = \sum_{n=1}^{N} A(\alpha, \gamma) \exp(2\pi f_c t + \omega t),$$

where $N$ is the number of rays, $A(\alpha, \gamma)$ is the antenna gain pattern, parameterized by the spherical angles $\alpha$ (azimuth) and $\gamma$ (elevation). $f_c$ is the carrier frequency, and $\omega$ is the frequency slope calculated by $\omega = \frac{B}{T}$ where $B$ is the signal bandwidth and $T$ the chirp duration.

![Figure 2: The system overview for RFGen contains Reconstructor and Simulator modules. RFGen explores viable and generic mmWave radar synthesis from existing video datasets.](image-url)
The signal delay $\tau = \frac{d}{c}$, where $d$ is the ray path length and $c$ the light speed.

5 GENERATIVE DIFFUSION MODELS

RFGen uses diffusion models for the dual purpose of generating 3D scenes and improving the quality of simulated RF signal data. The diffusion models belong to a class of latent variable models trained using variational inference. These models strive to understand the latent structure of a dataset by mimicking the diffusion of data points through the latent space. This innovative approach provides a fresh perspective on the image generation process. Rather than relying on conventional methods, diffusion models deconstruct the image generation process into numerous smaller “denoising” stages. This iterative method enables the model to incrementally refine its output, establishing a self-correcting mechanism that culminates in high-quality samples.

The fundamental principle of diffusion models is simple yet effective. They commence with an input image, which is progressively infused with Gaussian noise in a sequence of steps known as the forward process.

$$q(x_{t-1}^N|x_t^{1:N}) = \mathcal{N}(\sqrt{\sigma_t}x_{t-1}^{1:N}, (1-\alpha_t)I),$$

Whereby, $N$ is the dimensionality of the state vectors. The conditional probability distribution of the states at time $t$ given the states at the previous time step $t-1$ is represented by $q(x_{t-1}^N|x_t^{1:N})$. The mean of the Gaussian distribution, which drives the model, is given by $\sqrt{\sigma_t}x_{t-1}^N$. Here, $\sigma_t$ denotes the influence of past states on the current state. The covariance matrix of the distribution is $(1-\alpha_t)I$, where $I$ is the identity matrix implying the independence of each state. The $\alpha_t$ controls the variance of the Gaussian distribution and in turn the influence of past states on future states.

Subsequently, a neural network is trained to recover the original image by reversing this noising process - a step referred to as the reverse diffusion process. The ability to simulate this reverse process empowers the model to generate new data.

Diffusion models boast versatility, finding utility in various tasks such as image denoising, inpainting, super-resolution, and image generation. Moreover, it can also be applied to non-image data generation, such as physics simulation and human motion generation [51], showing huge potential for cross-modality capability. However, despite their strong capacity for knowledge transfer across modalities, diffusion models currently struggle to apply or transition into the RF domain. This challenge arises from the nature of RF signals - a type of wireless signal which is nonhuman sensory sensing and usually lacks pixel-like structural information, making it highly dimensional and complex. Hence, transferring diffusion models into the RF domain is a significant challenge.

To address this, RFGen integrates the physics-based RF simulator with a diffusion framework. Initially, we use the diffusion model to generate object models and their corresponding motions that are suitable for the simulator (i.e., Object Diffusion). This allows us to accurately simulate the RF echo signal emanating from the objects of interest. Subsequently, we adapt the image diffusion model to generate environmental noise (i.e., Environment Diffusion), which is ultimately used to enhance the overall outcomes from the simulator (i.e., Path Diffusion). We accomplish this by devising a new Path-based Representation along with RF path LoRA, which are innovative mechanisms capable of adapting image diffusion models to the RF domain. Importantly, these mechanisms do not undermine the comprehensive knowledge extracted from large models.

5.1 RF Sensing Prompts

Prompts serve as vital inputs in the context of large language models like ChatGPT [39] and Stable Diffusion, effectively setting the tone for the model’s subsequent response. Whether it be a singular word, a sentence, or an elaborate paragraph, a prompt instructs the model on the required generation. The model, in response, crafts a continuation that attempts to mirror the prompt’s style, tone, and subject matter. In essence, the prompt plays a crucial role in determining the quality and relevance of the model’s output, where a well-formulated and specific prompt is likely to yield superior results over a vague or ambiguous one.

In RFGen, the text input used to describe the sensing target and its context is referred to as RF Sensing Prompts. Such RF Sensing Prompts describe the sensing target type, the target’s movements or activities, the ambient environment, as well as supplementary information. RF Sensing Prompts can take the form of a full sentence or a series of keywords separated by commas. Unlike prompts targeted for a conversation or image generation task, the RF Sensing Prompts are fed into multiple diffusion models designed for various tasks with different internal designs. As a result, for RFGen to effectively generate the accurate data, it’s essential that users offer a thorough and clear description of the specific RF sensing application they’re targeting.

The text-based RF Sensing Prompts is then converted into a vector representation, referred to as an “embedding”, to capture the semantic information contained in the texts. At each step of the diffusion process, the model makes a prediction for the next step based on both the current state of the subject image/motion and the text prompt’s embedding. This way, the text prompt’s semantic information guides the generative process, causing the final output to be a natural and logical visualization/interpretation of the text prompts.

5.2 Object Diffusion

Prompts: “A person is running back and forth"

Figure 3: The object diffusion model takes the prompts as input and outputs the target object with the corresponding motion that can be directly used by the simulator.
The Object Diffusion takes RF sensing prompts as input and outputs a target object with corresponding shapes and movements as shown in Fig. 3. Typically, the target object is represented explicitly, often using mesh models equipped with corresponding skeletal joints. The object diffusion computes the mesh and movements to meet the requirements specified in the prompts. Subsequently, this output, the computed mesh model, and movements are fed into the aforementioned Path Tracer to calculate the signal paths.

5.3 Physics-Diffusion Models: Communication and Integration

RFGen’s physical simulation and deep learning modules are closely interconnected at every stage. This marks a clear contrast to existing works that use pure physical simulation [30] or pure deep learning [47], or that employ physical simulation first, followed by refinement using deep learning [1]. This necessitates stricter requirements for module design, mainly because physical simulation is a “white-box” process with explicit information expression, while machine learning modules are “black-box” processes with generally implicit intermediate information.

We break the tension by creating a physics-diffusion communication layer, comprised of a Path-based Intermediate Representation (PIR) and RF LoRA. As shown in Fig. 4, PIR is a bi-directionally compatible image-format representation of RF signals, used to express the information required in the process of simulating RF propagation. Meanwhile, LoRA is a plugin that can transform the existing pre-trained diffusion models to adapt to PIR.

Figure 4: The Path-based Intermediate Representation is a hardware-independent representation of the scene and can be directly used by the signal generator to calculate the final RF signal.

5.3.1 Path-based Intermediate Representation

The RF simulator’s ability to simulate multipath reflections is still limited by the difficulties in obtaining fine-grained scene materials and internal structure information. The problem can be circumvented by limiting the simulation to line-of-sight first-order reflections, because other multipath signals often become too faint to discern, morphing into a form of noise. Nevertheless, this multipath noise can impact the generalization of RF sensing systems across different environments.

In RFGen, we aspire to use the diffusion models to generate structured noise corresponding to a variety of environments to improve generalization. While RF signals can be presented in formats (e.g., Spectrogram) similar to images, the meaning of a “pixel” within a matrix differs drastically between RF and visual signals. Thus, it is challenging to use large diffusion models pre-trained on images to directly generate RF signals. Furthermore, the lack of structured spatial information in the spectral image makes signal enhancement more difficult.

To address this gap, we propose an RF signal representation method called Path-based Intermediate Representation (PIR). This representation is an image-like format, i.e., a 2D array of elements, where each element (i.e., pixel) represents an area in space. However, unlike traditional images that express visible light intensity through RGB channels, we use three channels to denote energy, time of arrival (ToA), and velocity of intersected objects in RF signal paths. The energy channel signifies the power of the path starting from the transmitter (Tx), undergoing attenuation, absorption, and reflection, and finally received by the receiver (Rx). The ToA channel represents the total duration the path took from being emitted by the Tx to being received by the Rx. It is noteworthy that while ToA images are similar to depth images, they also account for multipath reflections and sum up the total path duration. The velocity channel represents the linear velocity of the object in contact with the path at the ray angle, crucial for simulating the Doppler effect.

Each pixel within the PIR essentially embodies the path’s propagation information in space, consistent with the output of the path tracing part in a ray tracing simulator. Such representation can easily compute the final signal through a signal generator, yet it remains independent of radar device parameters. Moreover, it contains structured spatial information, allowing image-based diffusion models to transfer their knowledge effectively.

5.3.2 RF Path Low-Rank Adaptation (LoRA)

So, how can existing image diffusion models generate PIR? Our solution adapts the Low-Rank Adaptation (LoRA) [21], a method originally developed for fine-tuning large language models. By freezing the pre-trained model weights and injecting trainable layers (i.e., rank-decomposition matrices) into each transformer block, LoRA avoids recomputing the gradients for most model weights, thus significantly reducing the trainable parameters and GPU memory requirements. When applied to diffusion models [18], it acts on the cross-attention layers that connect the image representations with the textual prompts.

In RFGen, we train a LoRA for diffusion that fine-tunes to the PIR format, namely RF Path LoRA. By utilizing the RF simulator’s path tracer on several open-source 3D models, we render a set of images as few-shot inputs to train the model so it learns the characteristics of PIR. This aids in the efficient learning and adaptation of the existing image-based diffusion models for generating PIR, thereby enabling us to generate structured ambient environment signals for enhancing generalization.

5.4 Environment Diffusion

The Environment Diffusion operates as a Text-to-Image diffusion model. Pre-trained on extensive indoor and outdoor scene photographic datasets, this diffusion model is further fine-tuned to the PIR signal representation using RF LoRA that is embedded with transformer layers. With the RF LoRA, the environment diffusion learns how to output PIR format as a “painting style”, as illustrated in Fig. 5.

A key advantage of environment diffusion is its capability to generate diverse environmental information based on the given
prompt. Despite being generated from textual prompts, the resulting PIR maintains reliable spatial information. Moreover, this diffusion model can accurately specify the Field of View (FOV) and orientation details, allowing for a harmonious match with real mmWave radar configurations.

The spatial information embedded in the output PIR is later amalgamated with the paths computed by the Path Tracer. The combined output is then fed to the Path Diffusion model for further enhancement. By delivering accurate spatial information alongside adaptability to varied environments, the Environment Diffusion significantly contributes to bridging the simulation-to-reality gap in RF signal simulation.

5.5 Path Diffusion

Path Diffusion, the final diffusion model in RFGen aims to rectify any flaws in the mixed product of the simulator-calculated paths and the output PIR from Environment Diffusion. Similar to Environment Diffusion, it is also an image generation model fine-tuned through RF LoRA. However, the path diffusion model uses not only the Prompt as input but also the mixed PIR. It further refines the PIR output. In other words, it acts like an image-to-image diffusion model that can rectify an imperfect sketch into a photorealistic image. To enable Text-to-Image diffusion models to support the mixed PIR as input, we employ the ControlNet [65].

ControlNet provides a higher degree of control over the generation process in diffusion models such as Stable Diffusion. It permits users to condition the generation process with a variety of spatial contexts, such as depth/segmentation maps and key points. ControlNet leverages a dual structure with both "trainable" and "locked" copies of pre-trained parameters. This structure preserves the learned semantics while also allowing for new, task-specific diffusion modeling.

In essence, path diffusion can further optimize the combination of the traced path and PIR from Environment Diffusion for enhanced signal realism. This represents a further step in mitigating the Sim-to-real gap in the RF simulator, providing a more robust and accurate representation of the RF environments.

6 IMPLEMENTATION AND INTEGRATION

Radar hardware configurations. RFGen’s diffusion models are device-agnostic, but its RF simulator should be configured according to the specific sensing device, in particular the antenna layout and carrier frequencies. We have configured RFGen to simulate diverse mmWave radar platforms including (i) TI AWR1832: 77 GHz radar with a 3Tx × 4Rx antenna array. (ii) TI MMWCAK-RF-EVM (i.e., the Cascade radar): 77 GHz with a 12Tx × 16Rx antenna array. (iii) Infineon Position2Go: 24 GHz frequency with a simpler 1Tx × 2Rx array. The radar output power, antenna elements’ relative positions and gain patterns are available in the respective hardware specs, and accordingly used to configure RFGen’s RF simulator. Specifically, each antenna element acts as one signal source emitting a set of rays (Sec. 4), and each ray’s strength is scaled by the antenna gain along the corresponding direction. Different antennas’ rays interact with the objects/environments and with each other. The resulting entangled rays are reflected back to each antenna element, forming a multi-channel baseband sample just like the actual radar hardware.

Sensing models. RFGen can simulate and output the ADC sampled data from each receiving antenna, producing a data format identical to that of actual radar hardware. This allows it to directly augment existing RF sensing models, which commonly adopt the same input format. Since mmWave signals are non-human sensory, so their quality can’t be visually evaluated like other AIGC systems. To verify their effectiveness, we perform end-to-end system experiments as case studies. If the generated signal boosts the system’s real data performance, the synthesized data is deemed effective. In our studies, we use RFGen to enhance two leading mmWave sensing systems. (i) mmMesh [60] performs mmWave-based human pose reconstruction. It takes sparse point cloud data from MIMO radar as input, and outputs the motion and shape parameters of a Standard Multi-Person Linear (SMPL) model. (ii) DI-Gestures [28] is a mmWave-based gesture recognition system. It accepts Dynamic Range Angle Image (DRAI) as input and outputs the class of recognized gesture. We have reproduced both systems and processed the simulated signals in the same manner as the original papers.

Pre-trained diffusion models. Recall that diffusion models in RFGen are used simultaneously for generating target object geometry and motion and for enhancing simulator outcomes. To accommodate these varied tasks, we implement the diffusion framework in RFGen using different pre-trained models and network architectures.

For Object Diffusion, our current implementation primarily focuses on human motion, corresponding to the two case studies. Hence, we utilize the human motion diffusion model in [51] as the pre-trained model. However, it is worth noting that Object Diffusion can be replaced with diffusion models for other entities, such as animals or vehicles. RFGen provides a flexible framework to incorporate various object diffusion models, demonstrating its adaptability and potential for wide-ranging applications.

For the Environment Diffusion and Path Diffusion, we adopt the ProtoGenX53Photorealism [50] model since it is one of the most popular community-maintained models, designed for generating photorealistic photos, and is capable of Granular Adaptive Learning. This pre-trained model is capable of generating authentic...
indoor and outdoor scenes. By employing these distinct pre-trained models, RFGen can adaptively cater to the complex and diverse requirements of RF signal simulation, offering increased realism and precision in the generated data. The pre-trained model is fine-tuned by RF LoRA via DreamBooth [45]. We utilize the path information traced on diverse public 3D models [34] as our training data and generate a total of 800 frames in the PIR image format. The Object Diffusion model comprises 23M parameters, while the Environment Diffusion and Path Diffusion models comprise 1.066B parameters. The training step is set to 100 and the learning rate is set to 0.0001. Training the LoRA takes about one hour on an RTX3070 graphics card.

7 EVALUATION SETUP

Figure 6: Data collection hardware and environments.

Subjects: A total of 10 participants are recruited, with 5 female and 5 male, spanning 22 to 32 years in age, and 160cm to 185cm in height. All procedures are approved by IRB.

Environment: As shown in Fig. 6, we evaluate RFGen in 10 different environments, including both indoor multipath-rich lab environment and outdoor open space, at different times of day (9am-9pm) and different weather conditions (e.g., rainy, foggy, sunny).

Evaluation metrics: We elaborate on the different evaluation metrics for assessing the performance of RFGen. It is important to note that these metrics are the same as those used in baselines proven effective in prior works.[8, 35, 60]

- **Average Vertex Error (V)** evaluates the average difference between the vertices of the actual 3D meshes and those reconstructed from the mmWave signals. A lower V value signifies a more accurate reconstruction.
- **Average Joint Localization Error (S)** measures the error in localizing joints in the reconstructed human pose compared to the actual one. Lower is better.
- **Average Joint Rotation Error (Q)** quantifies the error in estimating the rotation of joints in the reconstructed pose.
- **Mesh Localization Error (T)** assesses the difference between the actual and estimated location of the entire mesh in 3D space. A lower T value indicates a more accurate positioning of the reconstructed mesh in the 3D scene.
- **Gender Prediction Accuracy (G)** gauges the model’s accuracy in predicting the gender of subjects based on the reconstructed 3D mesh. A higher G value implies the model’s capability to more accurately extract subtle body shape features.

For microbenchmark evaluation of the RF simulator’s accuracy, we compare the simulated signal with a real-world radar signal following two metrics:

- **Structural Similarity Index (SSIM)** measures the similarity between the simulated and real-world signals. A higher SSIM indicates a closer match, suggesting a more accurate simulation.
- **Peak Signal to Noise Ratio (PSNR)** quantifies the ratio between the maximum possible power of a signal and the power of corrupting noise. A higher PSNR indicates a lower level of noise in the simulated signal, and hence a more precise simulation.

We also employ **Hausdorff Distance** [35] for comparing the simulated and actual radar point clouds, as it is popular in comparing point cloud distribution [24]. This metric quantifies the greatest of all the distances from a point in one set to the nearest point in the other set. A lower Hausdorff distance denotes a higher degree of similarity between the two point sets, indicating a more precise alignment or correspondence. The Hausdorff distance is particularly sensitive to the worst-case scenario, i.e., even a single pair of distant points can result in a large Hausdorff distance. Thus, it is a robust measure for maximum discrepancies between two point clouds.

8 SYSTEM EVALUATION

In this section, we evaluate the accuracy of RFGen’s RF simulator.

8.1 Evaluation of the RF Simulator

RFGen can generate the raw radar signals encapsulates information about the Doppler effect and phase, which can be used for different signal processing, akin to real-world data. Therefore, we evaluate the RF Simulator on two levels: signal-level and point-cloud level. The former focuses on fundamental information, such as range, phrase, and speed. The latter emphasizes the accuracy of 3D scenes, including attributes like the shapes and sizes of objects. In the experiments, we use actual radar hardware (i.e., TI AWR1843 Radar with 3Tx and 4Rx) to capture the ground-truth raw signals and point cloud, while simultaneously using an RGBD camera to obtain the subjects’ 3D mesh which is used as input to the RF simulator. We then compare the simulator’s outputs with the ground truth. We collected 8 samples per subject per environment according to the setup described in Section 7. The subject is at 1.5 to 5 meters in front of the radar, facing random directions. A total of 800 samples are collected for this evaluation.

**Signal-Level Evaluation.** The input for simulation consists of human meshes reconstructed from the RGBD camera, as shown in Figure 6, with a participant walking back and forth. We convert the simulator’s output raw time-domain signal into Spectrogram and Dynamic Range Angle Image (DRAI). An example comparison
is shown in Fig. 7, which displays a Time-Range Spectrogram processed over a 10-second duration. The pixel intensity represents the received signal strength. The average SSIM and PSNR are calculated for Spectrogram (0.971, and 32.45 respectively) and DRAI (0.924, and 31.75 respectively). Given the typical thresholds of above 0.85 for SSIM and above 30 for PSNR, these results suggest a high degree of structural similarity between the compared images [27, 54]. Thus, these results indicate that RFGen’s simulator performs satisfactorily at the signal level, accurately modeling the time-domain raw signal.

**Point cloud-Level Evaluation.** We calculate the point clouds from the measured and simulated signals following the same point cloud generation algorithm in mmMesh [60]. The sample results are shown in Fig. 8.

The average Hausdorff distance across all collected samples is 0.37 meters. Given the average human height of 1.75m and the body’s complexity, a Hausdorff distance of 0.37m is deemed satisfactory [15, 66]. This distance is a minor fraction of human height and underscores the accuracy given the intricacy of human form and non-ultra-precision modeling. Sensing uncertainties could affect this distance. The low Hausdorff distance shows the RF simulator’s ability to produce point clouds resembling real radar signals, indicating its efficacy in replicating MIMO signal features at the point cloud level.

**8.2 Evaluation on different Radar Platforms**

RFGen supports and can simulate various radar platforms. We use the TI AWR1843 and TI Cascade radar as evaluation platforms. These two radars have different antenna counts (3x4 and 12x16 respectively) - leading to differing spatial resolutions. Consequently, we compare RFGen’s simulation results on these distinct platforms.

We co-located the AWR1843 and Cascade Radar side by side, collecting data simultaneously as ground truth. To avoid interference between the two radars. The results are represented in Fig. 9. Since the Cascade Radar has a higher number of virtual radars, it provides a higher resolution for point cloud data. RFGen can accurately simulate this phenomenon while maintaining a lower average error in terms of the Hausdorff Distance (13.7cm). These results demonstrate that RFGen can be compatible with a variety of radar models and configurations, thus proving its scalability and adaptability.

**8.3 Noise Model Evaluation**

We assess the effectiveness of RFGen in generating structured noise to represent the effects of environmental multipath. The noise model incorporates the environment diffusion and path diffusion. We use state-of-the-art methods such as AWGN (Additive White Gaussian Noise) noise augmentation [53] and NST (Neural Style Transfer) [1, 52] as benchmarks. For NST, we trained a CycleGAN[69] to map the simulated signals’ DRAI under the same scenario onto real DRAI. The training dataset comprises both indoor and outdoor scenes. In the case of AWGN, we directly manipulate the simulated DRAI using the OpenCV library.

To establish a baseline mmWave sensing model for end-to-end performance evaluation, we design a DRAI-based posture classification system that includes four postures: standing, raising the left hand, raising the right hand, and raising both hands above the head. The test subjects are positioned normally in front of the sensor at a distance of one meter. We perform the same actions under various environments, including scenes with heavy multipath interference. It is worth noting that we do not implement any noise filtering and thresholding component in the baseline, as these are usually application dependent.

The recognition accuracy in seen environments (i.e., in the NST training data) for baseline baseline+AGWN, baseline+NST, and baseline+RFGen are 93.79%, 99.13%, and 97.83%, respectively. For unseen environments (i.e., NOT in the NST training data), the recognition accuracy is 91.47%, 84.71%, 92.84%, and 95.82%, respectively. The results indicate that the AGWN data augmentation may adversely reduce recognition accuracy since its noise may not accurately reflect the actual scenario. NST performs well in the trained scenes but exhibits a decline in performance when faced with scenes that it has not previously encountered. The performance degradation is noticeable but not dramatic, primarily because the first-order line-of-sight reflections on the subject still dominate. On the other hand, while the RFGen noise model may slightly lag behind NST in specifically trained scenarios, the flexibility and diversity of RFGen ensure a more stable accuracy in other tested scenarios, especially those unseen ones.

**8.4 Impact of Quality of Prompts**

The content, length, and quality of the prompt impact the quality of the results generated by the diffusion model. Although prompt
engineering remains an active area of research, we conduct a preliminary evaluation of the impacts specific to the RF sensing prompts in RFGen.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>A person is jumping.</td>
</tr>
<tr>
<td>P2</td>
<td>A person is doing jumping jacks in place.</td>
</tr>
<tr>
<td>P3</td>
<td>A person is doing jumping jacks in an outdoor playground.</td>
</tr>
<tr>
<td>P4</td>
<td>Positive: A person is doing jumping jacks in place, ultra quality, best quality, realistic, natural, facing forward, realistic, masterpiece, high detail. Negative: idle, immobile, falling, unrealistic, physics-defying, trembling.</td>
</tr>
</tbody>
</table>

As a microbenchmark, we chose the action of jumping due to the significant variations in people’s understanding and execution of this action. We asked test users to perform jumping jacks in outdoor scenes to gather the test data. The prompts selected for this experiment can be found in Table 1. Prompts P1 to P3 become increasingly precise in guiding the desired action. It’s important to note that prompt P4 is complex, containing both positive prompts that encourage constructive or favorable outcomes and negative prompts that elicit critical or unfavorable outcomes. Upon observing the motion animations and PIRs generated by diffusion models based on prompts P1-P4, we found that P1 results in the greatest variation in generated motions in jumps, including running jumps, standing long jumps, and jump roping. The actions generated by P2 and P3 are essentially consistent, but P3 incorporates noise data from the playground environment. P4’s action data is the best among the selected prompts, showing the body facing the sensor without any strange or irrational movements, this is primarily due to our detailed descriptions of Positive Prompts (i.e., to make a concept more pronounced in the output) and Negative Prompts (i.e., to de-emphasize certain elements in the output or to remove unwanted items).

We evaluate the same baseline model as mentioned above using data from prompts P1-P4, and the resulting recognition accuracy is 94.3%, 94.9%, 95.02%, and 98.2%, respectively. These results show that carefully crafted and accurate prompts generally yield higher data quality. Additionally, the inclusion of some universal positive words also improve the quality of the generated results. However, excessively specific prompts may reduce or overlook certain variant states of the target action, thus limiting generalization. Nonetheless, we believe that the content of the prompt should be based on the target application, using comprehensive language that strikes a balance between specificity and generalization in describing the sensing application.

8.5 Computation Overhead

The Computation Overhead of RFGen is split into:

| Physical Simulation Models | The ray tracing module, optimized and parallelized on GPU, primarily deals with launching rays and calculating their intersections with geometric meshes. Using BVH, the process complexity becomes $O(\log N)$, with N as triangle count. Adaptive sampling (Detailed in Section 4) can reduce ray count, making ray tracing of a human body mesh take around 10-50 ms per frame and 3-15 seconds per action. |
| Generative Diffusion Models | Diffusion models need more computational resources due to diffusion sampling. Factors contributing to the overhead include multiple samplings per image, attention mechanisms, over 1 billion parameters, and generating high-resolution images may up to 1024x1024. The computation is linear with sampling steps and resolution. On a mid-range GPU, creating a 512x512 image with 50 sampling steps is about 90 seconds. However, reducing steps or resolution cuts generation time. Stable Diffusion provides quality image generation, but requires significant computational overhead depending on model parameters like size and sampling count. |

For RFGen, the Object Diffusion executes once for an entire action and typically takes around 3 seconds. The Environment Diffusion, given the same environment and observation angle, needs to run only once and takes between 3 to 5 seconds. In contrast, the Path Diffusion might execute once for each frame, essentially “re-painting” it. However, there are several avenues to further enhance the diffusion model’s utilization, such as kernel predicting [2] and interpolating, and also to improve the diffusion’s efficiency, like structural pruning[14].

In practicality, for RFGen to create a 1000 unique action dataset for the TI AWR1843 radar, it takes five hours to a day on an RTX3070 GPU, with samples taking 20 seconds to two minutes each. While dataset generation via RFGen demands considerable time and resources, RFGen’s synthesis method is still more efficient than manual video/radar data collection, and offering better diversity and scalability.

9 CASE STUDY I: HUMAN POSTURE ESTIMATION

In this section, we evaluate RFGen’s performance in enhancing mmWave-based human posture estimation system [60]. This evaluation is conducted on the TI-AWR1843 radar.

9.1 Posture Design

We define a set of basic poses in line with the state-of-the-art mmMesh system [60]. This set includes: (B1) Both hands raised horizontally (T Pose), (B2) Both hands raised high (Y Pose), (B3) Only the left hand raised horizontally, and (B4) Only the right hand raised horizontally. Also included are leg-raising movements: (B5) Left leg raised and (B6) Right leg raised. The basic poses are partially illustrated in Fig.10(a) to (e).

Furthermore, we define a set of complex poses. Instead of specifying precise poses for these actions, we provide the test subjects with instructions and allow them to perform the actions based on their own interpretation. The instructions are: (C1) “Walk back and forth”, (C2) “Jump”, and (C3) “Pick up an item from the ground.” It is worth noting that different test subjects interpreted the same instruction in different ways due to individual habits. For example, in response to the “Jump” instruction, some subjects performed a jumping jack (raising both hands above their heads at the highest point), while others crossed their arms in front of their chest. This variation is consistent with real-world scenarios and is part of the generalization challenge.

9.2 Evaluation on Unseen Posture

We evaluate the baseline system (i.e., mmMesh)’s capacity to recognize unseen postures and assess RFGen’s ability to enhance it. The
evaluation is conducted under constant conditions, with the environment and human subjects remaining unchanged. The system is trained only using the aforementioned basic actions (Sec. 9.1), whereas the testing involves complex actions.

We assess two models: the baseline model, and the enhanced version of RFGen, referred to as "Baseline+RFGen ". In the latter, the original baseline model is trained with real radar data for simple postures with additional synthetic data generated via RFGen. Importantly, the prompts used by RFGen for generating training data correspond to the instructions for the complex actions. This approach led RFGen to generate 1000 distinct actions based on these instructions.

The results are presented in Table 2. The baseline model fails to estimate the postures of unseen activities, resulting in significant errors across the V, S, Q, and T metrics. However, when the same model is enhanced by RFGen without any additional data collection, the posture error is reduced by approximately 60% to 90%. This notable improvement is thanks to RFGen’s use of generative diffusion models to create diverse training sets. By exposing the classifier to numerous plausible scenarios, the generative model helps it learn robust feature representations from the true data distribution. As a result, the classifier can generalize to complex, unseen postures, a feat impossible with the limited real-world examples in the baseline dataset. Reinforcing the baseline with RFGen’s synthetic data leads to a notable boost in recognizing these previously unseen poses.

### 9.3 Evaluation on Unseen Environments

Table 3: Results for Unseen Environments

<table>
<thead>
<tr>
<th></th>
<th>V(cm)</th>
<th>S(cm)</th>
<th>Q(°)</th>
<th>T(cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>8.95</td>
<td>15.79</td>
<td>9.89</td>
<td>13.93</td>
</tr>
<tr>
<td>Baseline+RFGen</td>
<td>6.96</td>
<td>10.64</td>
<td>6.12</td>
<td>6.74</td>
</tr>
</tbody>
</table>

Similarly, we examine the ability of the baseline system to recognize basic poses within complex environments. For the baseline model, training is conducted in half of the environments (three indoor and three outdoor) using basic actions, and the remaining environments (three indoor and three outdoor) are used for testing. Importantly, the test environments encompassed both indoor and outdoor settings. The results, depicted in Table 3, reveal that the baseline model maintains a degree of robustness in unseen scenarios, particularly in cases where environmental objects are located far from the human subject.

However, the baseline model performance degrades significantly when objects like tables, chairs, and sofas are in close proximity to the human subject, causing significant multipath noise. By contrast, the baseline model supplemented with RFGen, namely “baseline+RFGen”, continued to demonstrate high accuracy even under such conditions.

### 9.4 Evaluation on Unseen Users

Table 4: Results for Unseen User

<table>
<thead>
<tr>
<th></th>
<th>V(cm)</th>
<th>S(cm)</th>
<th>Q(°)</th>
<th>T(cm)</th>
<th>G(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>7.27</td>
<td>9.57</td>
<td>4.20</td>
<td>14.42</td>
<td>87.24</td>
</tr>
<tr>
<td>Baseline+RFGen</td>
<td>6.41</td>
<td>4.17</td>
<td>5.60</td>
<td>7.86</td>
<td>92.51</td>
</tr>
</tbody>
</table>

We evaluate the baseline model’s performance on unseen users with and without RFGen enhancement. In this experiment, for the baseline model, we use all the data from two male and three female participants for training, and the remaining individuals as our test data set. The scenario and actions performed remained consistent throughout. For the “baseline+RFGen” model, we generate data for 20 different body shapes and genders performing identical actions as a supplement. The results are shown in Table 4. We observe that the “baseline+RFGen” model still demonstrates remarkable improvements across all metrics. Notably, errors related to body shape (i.e., the S and T metrics) are decreased by more than 50%. Both models maintained a very high accuracy rate in predicting gender. The results indicate that using RFGen can improve generalization capabilities across users to a certain extent.

### 10 CASE STUDY II: HAND GESTURE RECOGNITION

We proceed to evaluate RFGen’s performance when enhancing the state-of-the-art mmWave-based hand gesture recognition system [28]. This evaluation is conducted on the TI-AWR1843 radar and Infineon position2go radars.

#### 10.1 Hand Gesture Design

Following the approach described in the DI-Gesture paper [28], the generation set primary covers single-hand actions, with 6 types
of movements in total: (G1) swipe left, (G2) swipe right, (G3) push forward, (G4) pull backward, (G5) draw a clockwise circle, and (G6) draw a counterclockwise circle. Note that DI-Gesture is performed assuming the individual is facing the mmWave radar directly. As a result, besides the palm, other parts of the human body will also be exposed to the mmWave radiation. Therefore, we simulate the entire human body whenever RFGen is used to synthesize new training data.

### 10.2 Evaluation on Unseen Orientations
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Figure 11: Gestures Recognition Baseline performance at different orientations with and without RFGen enhancement.

mmWave-based gesture recognition systems often struggle with generalization when hand gestures are presented at varying orientations, which cripples their usability in practice. In this section, we evaluate RFGen’s ability to mitigate these issues.

We select 0, 30, 60, and 90 degrees as orientation measures. The prompts used for data synthesis are P5 shown in Table 5. For the baseline system, the training data is only collected when the subject is at 0° relative to the radar while testing data involves diverse orientation angles. The results are depicted in Fig. 11. The baseline system struggles in identifying the target hand gestures, with accuracy dropping to 61% at 60 degrees and around 20% at 90 degrees! However, when supplemented with the 200 randomly generated synthetic data samples from RFGen (i.e., Baseline+RFGen), a high recognition accuracy of above 90% is maintained across all orientations. These results highlight RFGen’s potential to enhance the robustness of hand gesture recognition systems.

### 10.3 Evaluation on Unseen Gestures

Table 5: Descriptions of the RF sensing prompts used in the Case Study.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>P5</td>
<td>A person is doing gesture [Gesture Description G1-G6 in Section 10.1] in a repetitive manner. The body is at a random orientation range from 0-90 degrees, the hand is in front of the view. Best Quality, natural, realistic, masterpiece, high detail.</td>
</tr>
<tr>
<td>P6</td>
<td>A person is tapping the thumb and index finger together in a repetitive manner. The body is facing forward and stationary, and the hand is in front of the view. Best Quality, natural, realistic, masterpiece, high detail.</td>
</tr>
<tr>
<td>P7</td>
<td>A person is swinging the index finger left and right in a repetitive manner. The body is facing forward and stationary, and the hand is in front of the view. Best Quality, natural, realistic, masterpiece, high detail.</td>
</tr>
</tbody>
</table>

Adding a new gesture to an existing gesture recognition system often requires the collection of a large amount of new data through dedicated equipment, which can be labor-intensive and costly. In this section, we train the gesture recognition system using solely RFGen-generated data and evaluate it on real-world hand gesture test sets collected from the radar device.

We employ “Click” and “Finger swing” as new gestures. Data synthesis prompts for these gestures are in Table 5 P6 and P7. Using 200 generated samples for training, the model recognized these gestures with accuracies of 85.3% and 93.9%. This proves that the baseline model trained on synthetic RFGen data can identify real-world hand gestures. Overall, RFGen is a cost-effective tool for optimizing mmWave-based sensing systems.

### 11 DISCUSSION

**Prompt engineering.** Prompt engineering has emerged as a pivotal component in the deployment and utilization of Diffusion models [44] and Large Language Models (LLMs)[39]. The design and selection of input prompts are fundamental in steering the responses of such generative models and consequently influence the quality of outputs.

In this work, we have carried out a preliminary evaluation of the influence of prompt quality on output signals in Section 8.4. However, more in-depth research is certainly warranted. In particular, the investigation of cross-modal prompts may represent a promising direction for future work. As we move forward, we aim to address these nuances in order to advance our understanding and improve the effectiveness of diffusion models in RF sensing systems.

**Dynamic sensors.** There are certain mmWave sensing applications that require data from sensors during motion [58]. RFGen’s simulator natively supports dynamic sensor motion and is capable of simulating the Doppler effects. However, due to limitations inherent to the diffusion models, both the Environment Diffusion and Path Diffusion modules currently struggle with dynamic scene locations and may face some jitting and inconsistency between multiple frames.

Nevertheless, with the rapid advancement in diffusion technology, there are already related works underway to address these issues [5]. In this paper, we merely propose a framework for transferring existing diffusion models into the RF domain, thereby paving the way for further improvements and application of this technology.

### 12 CONCLUSION

We present RFGen, a mmWave sensing data synthesis framework that combines a high-precision ray-tracing simulator with a cross-modal generative diffusion model. RFGen generates diverse visual scenes from user prompts and converts them into mmWave sensing records with high accuracy. Our approach significantly improves sensing and generalization capabilities across various tasks and data processing methods. RFGen is also easily adaptable to enhance other deep learning-based mmWave sensing applications.
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