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ABSTRACT
Large-scale multiuser MIMO (MU-MIMO) systems have the po-
tential for multi-fold scaling of network capacity. The research
community has recognized this theoretical potential and developed
architectures [1,2] with large numbers of RF chains. Unfortunately,
building the hardware with a large number of RF chains is challeng-
ing in practice. CSI data transport and computational overhead of
MU-MIMO beamforming can also become prohibitive under large
network scale. Furthermore, it is difficult to physically append extra
RF chains on existing communication equipments to support such
large-scale MU-MIMO architectures.

In this paper, we present Hekaton, a novel large-scale MU-MIMO
framework that combines legacy MU-MIMO beamforming with
phased-array antennas. The core of Hekaton is a two-level beam-
forming architecture. First, the phased-array antennas steer spatial
beams toward each downlink user to reduce channel correlation and
suppress the cross-talk interference in the RF domain (for beam-
forming gain), then we adopt legacy digital beamforming to elim-
inate the interference between downlink data streams (for spatial
multiplexing gain). In this way, Hekaton realizes a good fraction of
potential large-scale MU-MIMO gains even under the limited RF
chain number on existing communication equipments.

We evaluate the performance of Hekaton through over-the-air
testbed built over the WARPv3 platform and trace-driven emula-
tion. In the evaluations, Hekaton can improve single-cell through-
put by up to 2.5× over conventional MU-MIMO with a single an-
tenna per RF chain, while using the same transmit power.

1. INTRODUCTION
Multi-User MIMO (MU-MIMO) systems allow a single trans-

mitter with multiple antennas to serve multiple downlink users (e.g.,
cellphones) concurrently using the same spectrum resource. Ev-
ery single antenna is driven by one entire RF chain that consists of
many PHY hardware components such as the baseband processor,
the de/modulator, power amplifier and the ADC/DAC.

Theoretically, we have the potential to scale up the network through-
put multiple-folds by increasing the number of RF chains. Several
large-scale platforms, such as Argos [1] and BigStation [2], have
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recognized this potential and successfully demonstrated research
platforms with a large number of antennas. These potential gains
are critical for 5G cellular network and future WiFi network to meet
the sharply increasing throughput demands. Unfortunately, we will
encounter difficulties in achieving such gains in practice.

(i) Energy-Efficiency (bits-per-Joule). To scale up the MU-
MIMO downlink capacity, we add more RF chains (and thus more
antennas) to the base station. However, the rank of the MU-MIMO
channel in a particular environment is limited [3], i.e., there is an
upperbound for the multiplexing gain, which only depends on the
environment, regardless of what kind of equipment is used. When
we reach this limit, further increase in the number of antennas (and
RF chains) only improves the beamforming gain. The rate of ca-
pacity scaling will thus fall behind the increasing rate of energy
consumption, and the energy-efficiency will decrease. This is evi-
dent in MU-MIMO systems with large antenna number N , where
serving N users can steeply degrade the performance due to the
tightness of the degrees of freedom at the base station. In this case,
the maximum downlink capacity is achieved when serving less than
N users. This effect has been reported in existing MU-MIMO re-
search works [1, 2, 4], where number of costly RF chains needs to
be 1.5× ∼ 2× the downlink user number to guarantee the channel
orthogonality between these users.

(ii) High Overhead. The coordination overhead of a MU-MIMO
system increases linearly with the number of antennas. Before each
MU-MIMO downlink beamforming, the base station must send a
probe from each of its antennas, in turn, to obtain the channel state
information (CSI) between each of its antennas and each user an-
tenna involved in the transmission. Note that current LTE networks
are typically Frequency Division Duplexing (FDD) networks. This
means that different frequency bands are used for uplink and down-
link transmissions. Hence, the implicit feedback [5] mechanisms
that are used to reduce CSI feedback overhead cannot be employed
here. As we increase the number of RF-chains/antennas on the
base station, the overhead due to these measurements can easily
overwhelm the capacity gains from having more antennas. Fur-
thermore, the computational overhead of the commonly used Zero-
Forcing Beamforming (ZFBF) mechanism can become prohibitive
in existing large-scale MU-MIMO systems. Novel beamforming
mechanism [1] or hardware design [2] are proposed to address this
issue, which, however, deteriorate the backward compatibility.

(iii) No Standards Support. Existing LTE and WiFi standards
only support up to 8 MU-MIMO UEs/clients. This is a far cry from
the hundreds of users envisioned for large-scale MU-MIMO net-
works [1]. Support for large-scale MU-MIMO systems is planned
for 5G networks, but the 5G standard is not expected to be widely
available before the year 2020. Given the complexities involved in
upgrading LTE BSs or WiFi APs, it will be difficult to increase the
number of RF-chains and antennas on the base station in a non-



standards-compliant manner. In spite of these challenges, it is well-
accepted that large-scale MU-MIMO systems offer the best capac-
ity scaling potential for future wireless networks. The key question
then is: can we achieve a good fraction of these gains in existing
systems in a standards-compliant manner?

In this paper, we present Hekaton, a large-scale MU-MIMO frame-
work for indoor environments (e.g., LTE femtocell and WiFi). Heka-
ton stems from the key insight that performance gains in MU-MIMO
networks consist of two components: multiplexing gains and beam-
forming gains. Multiplexing gains depend on the number of trans-
mitted streams, each of which requires at least one separate RF
chain1. On the other hand, beamforming gains depend on the num-
ber of antennas used to transmit each steam. In conventional MU-
MIMO, every single antenna is driven by one entire RF chain, which
enforces a tradeoff between multiplexing gain and beamformin gain
under the base station’s given number of RF chains. Hekaton elim-
inates this tradeoff by equipping every RF chain on the base station
with a phased-array antenna that consists of multiple antenna ele-
ments each. As a result, the number of base station antennas is no
longer bounded by the number of RF-chains. Hekaton can thus in-
crease the beamforming gains independently of the number of RF
chains.

Hekaton addresses the MU-MIMO scalability challenges in the
following ways.

(i) Scaling up the beamforming gain. Hekaton increases only
the beamforming gains through the addition of phased-array an-
tennas. Note that even though phased-arrays do require an energy
source, the power consumed2 is typically very small [6]. Hence,
given the same energy-budget of the base station, Hekaton increases
the capacity and thus, the energy efficiency over MU-MIMO under
the same number of RF chains.

Furthermore, the multiplexing gain is practically limited by the
rank of the channel [3]. Any additional RF chains beyond the chan-
nel rank can essentially be only used towards improving beamform-
ing gains. Hekaton enables us to increase beamforming gains with-
out unnecessary increase in the number of RF chains beyond the
maximum channel rank.

(ii) Low coordination overhead. A by-product of the improved
beamforming gain is efficient inter-cell coordination. Hekaton needs
only coarse-timescale analog beamforming to steer signal energy
away from adjacent cells and maximize the Signal-to-Leakage Ra-
tio (SLR). If Hekaton is not used, inter-cell coordination must occur
over the fine-timescales that are used by conventional MU-MIMO-
only networks.

Beamforming gains can be obtained using coarse-timescale con-
trol while multiplexing gains must be obtained using fine-timescale,
frame-by-frame coordination. Inspired by this fact, we advocate
a two-level two-time-scale beamforming architecture for Hekaton,
which consists of a coarse-grained analog beamforming component
that is performed by the phased-array antenna, and a fine-grained
digital MU-MIMO precoding component, implemented by the ex-
isting RF-chains.

The per-frame per-antenna CSI measurement overhead is largely
due to the multiplexing gains of the system. Hekaton maintains this
overhead as it only increases the beamforming gains. The phased-
array antenna only needs to be updated on a coarse timescale (e.g.,
every 200ms in our implementation) and the effort required for each
update is small.

1The RF chain consists of many PHY hardware components such
as the baseband processor, the de/modulator, power amplifier and
the ADC/DAC.
2The power is used to operate the codebook and program the phase
shifters. It does not depend on the transmit power.

(iii) Retrofitted solution. Hekaton extends existing architectures
with phased-array antennas along with associated updates to the
schedulers (in LTE) and software drivers (in WiFi). No changes to
the LTE and WiFi standards, or changes to the wireless transceiver
hardware is necessary. Hence, Hekaton is backward compatible
with existing wireless infrastructure. For example, the deployment
of Hekaton does not require approval from the 3GPP.

However, using phased-arrays in practice raises an important chal-
lenge: how does one steer beam of the analog phased-array effi-
ciently? Unlike the case with traditional non-Hekaton MU-MIMO
arrays, Hekaton cannot obtain channel information from each an-
tenna element of the phased-array and therefore cannot directly
compute the optimal downlink beam pattern from the CSI. Previ-
ous uses of phased-array antennas [7] exhaustively probe all pos-
sible beam directions and select the one that results in the highest
SNR. Unfortunately, the overhead of such an approach scales expo-
nentially with the number of phased-array antennas and the size of
each antenna array.

Hekaton employs a novel compressive-sensing algorithm to steer
the analog phased-array with only a constant overhead, regardless
of the number of phased-array antennas or the size of each one. The
downlink beam is steered towards the angle-of-arrival (AoA) of the
strongest signal path from the target user. There are infinitely many
possible AoAs over which to search for this direction. Fortunately,
in real-world channels, the AoAs that result in strong signal energy
at the user are clustered into 3-5 groups, and are thus sparse. We
exploit this sparsity to select beam directions with a fraction of the
overhead of other typical approaches [8]. We note that compressive
sensing (CS) has been used previously for AoA measurements [9].
However, such approaches typically require one RF chain per an-
tenna. Our novelty lies in our application of compressive sensing
to phased-array antennas that are simply attached to existing RF
chains. This is the key algorithm that now enables phased-array
antennas to be used together with existing basestations efficiently
and effectively.

We implemented and evaluated Hekaton on a WARP testbed.
Hekaton , with two RF chains, achieves a throughput gain of 2.5×
over non-Hekaton MU-MIMO.

We will motivate our design in §2 and describe the key elements
of Hekaton in §3. We then cover the design details of Hekaton in
§4, §5 and §6. We discuss experimental evaluation in §7 and §8.
Additional discussions are in §9 and related work are reviewed in
§10. §11 contains the conclusion.

2. BACKGROUND AND MOTIVATION

2.1 MU-MIMO Background
Multi-User MIMO (MU-MIMO) enables one transmitter with

multiple antennas to send concurrent data streams to multiple users
with one or more antennas on each. As a comparison, in single-
user MIMO (SU-MIMO), all receiving antennas rest on a single
device. Assume the MU-MIMO transmitter has N antennas and
each MU-MIMO receiver has one antenna, then the total number
of MU-MIMO receivers M cannot exceed the number of antennas
at the transmitter, i.e. N ≥ M . The multiplexing gain depends on
the total number of parallel streams of transmitted data, while the
beamforming gain drives the capacity of each stream. In a typical
MU-MIMO network, each antenna (on either the transmitter or the
receiver) is driven by one RF chain.

2.2 MU-MIMO Capacity Scaling
In MU-MIMO, the increase in multiplexing gain without ensur-

ing channel orthogonality between users may drastically affect the
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Figure 1: MU-MIMO DL
throughput with increasing
number of users (fixed 8 trans-
mit antennas, 8 RF chains).
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Figure 2: MU-MIMO DL
throughput with increasing
number of transmit antennas
(fixed 2 users, 2 RF chains).

downlink performance [3]. As an example, Figure 1 shows the total
throughput obtained using a MU-MIMO transmitter with eight an-
tennas and a set of single antenna receivers. To obtain these results,
we place WARP radios throughout a typical office environment,
collect the MU-MIMO SINR, then map the SINR to the downlink
throughput using the lookup table from [10]. Details of the MU-
MIMO precoder used can be found in Section 7. It is observed
that the total throughput increases as we increase the number of
receivers from two to four. However, as we further increase the
number of of receivers from four to eight, the total throughput ac-
tually decreases. Similar observations to Figure 1 have been re-
ported in [2, 4]. Alternatively, we can increase wireless capacity
by only increasing the beamforming gains. Figure 2 shows the to-
tal throughput with two single-antenna MU-MIMO receivers. As
we increase the number of antennas at the transmitter from two to
eight, the total network throughput strictly increases. Note that the
total transmit power is kept constant as the number of antennas in-
creases. Also, similar observations to Figure 2 have been reported
in existing works like [1, 2].

2.3 The Benefits of Beamforming Gain
Our two-level hybrid beamforming architecture introduced in §1

scales up the beamforming gain and the downlink capacity under a
given number of RF chains by equipping a phased-array antenna,
instead of an omnidirectional antenna, to each RF chain.

Phased-array antennas ensure that more transmit power is pro-
jected towards desired downlink users. Hence, phased-arrays in-
crease the channel orthogonality between users. This in turn re-
duces the condition number of the MU-MIMO channel matrix and
improves the overall downlink capacity.

More specifically, users that are spatially correlated when using
omnidirectional transmit antennas may no longer be correlated after
the channel preconditioning of the phased-array antennas. Thus the
system can even support more “usable” downlink streams (when
maximizing the downlink capacity) without adding more RF chains.
For example, in conventional MU-MIMO with 8 RF chains, serving
only 4 users maximizes the downlink capacity as shown in Figure 1.
However, if we equip each RF chain with a phased-array antenna,
then with the same 8 RF chains, serving 8 downlink users can be-
come the best choice as shown later in our evaluations (Figure 16a).

The two-level beamforming approach brings a multitude of ben-
efits to large-scale networks: (i) Energy-efficiency: The additional
phased-array antennas improve beamforming gain, with only an
insignificant additional power outlay. As a result, with the same
number of RF chains and hence the same energy consumed, the
downlink capacity can be increased significantly (up to 2.5× in our
empirical measurements); (ii) Low coordination overhead: Beam-
forming gains are achieved using the phased-array. Analog beam-
forming can only steer directional, coarse beams towards the UEs.
Hence, it only needs the coarse-timescale, long-term CSI statistics
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Figure 3: Hekaton basestation architecture.

of each UE. Multiplexing gains, on the other hand, must be ob-
tained from the fine-timescale, frame-by-frame CSI information.
Hence, by increasing only the beamforming gains, we only require
additional coarse-grained control feedback, which incurs very min-
imal additional coordination overhead; (iii) Retrofittable: Phased-
array antennas can be easily retrofitted onto existing MU-MIMO
BSs, simply by replacing the existing omni-directional/directional
antennas.

A Word on Multiplexing Gains. Our focus on beamforming
gains does not trivialize the importance of multiplexing gains. Rather,
we emphasize the fact that beamforming gains can be achieved in-
dependently of multiplexing gains, and without any additional en-
ergy and with a negligible coordination overhead. Hence, even for
large-scale MU-MIMO systems [1, 2] that support a much larger
number of RF chains than current LTE BSs, Hekaton can still be
retrofitted to those systems to obtain even greater capacity via beam-
forming gain increases.

3. HEKATON OVERVIEW

3.1 Architecture
The radio of a node in typical wireless networks consists of a

baseband component that contains the PHY, MAC and other up-
per layer protocols, and an RF component that modulates baseband
I/Q signals into passband signals. A power amplifier increases the
transmit power of these signals before they are transmitted over
the channel via the antenna. All these components share the same
cooling and power supply [11]. Figure 3 shows an example of a
wireless transceiver with two RF chains, where Hekaton replaces
the conventional antenna on each RF chain with an analog phased-
array antenna.

Analog phased-array antenna. An analog phased-array an-
tenna consists of multiple antenna elements arranged in a fixed,
pre-defined pattern. Each antenna element is connected to a sin-
gle analog phase shifter. Analog passband signals received from
the RF chain is split equally amongst these antenna elements.

A set of unique phase shifting values for each antenna element
defines a unique signal beam direction. This is known as a code-
book entry. The set of all codebook entries supported by the phased
array are arranged into a codebook. The codebook is typically pre-
loaded into the phased array. During normal operations, the phased
array switches between codebook entries to change the direction
where the transmitted signal energy is focused.

Digital MU-MIMO Precoding. Hekaton is designed to be back-
ward compatible with existing MU-MIMO systems like 802.11ac
and LTE. Therefore its digital MU-MIMO precoding component
reuses that on existing MU-MIMO systems. It does not require



Baseband
(PHY, 
MAC, etc)

RF + Amp

RF + Amp

A

B

Analog Beamforming

Digital BeamformingPhased Array Antennas
A

B

Figure 4: Hekaton operation with two RF chains.

Fine-Timescale
Two-Level Beamforming

Coarse-Timescale

Measure 
Composite

CSI 

Start Digital 
MIMO 

Precoding

Update the 
analog beam?

Beam 
Selection

Analog 
BF

Update 
Active 

Codebook

Transmit

Compressive 
AoA 

Estimation

Figure 5: Hekaton two-timescale transmission.

new digital beamforming methods like in [1] to facilitate real-time
large scale MU-MIMO.

Two-level beamforming. The core of Hekaton is a two-level
beamforming architecture which consists of two main components:
a coarse-grained analog beamforming enabled by the phased-array
antennas, and a fine-grained digital MU-MIMO precoding performed
by the RF chains.

Figure 4 illustrates the interaction between these two beamform-
ing levels. Hekaton uses analog beamforming to steer signal energy
in a coarse-grained fashion. Each phased-array antenna is always
assigned to a unique user and it only steers the beam towards its as-
signed user. Digital MIMO precoding is then used to further reduce
the cross-talk between users.

For example, in Figure 4, phased-array antennas A and B serve
clients A and B with separate beams. The one-to-one mapping3

between the phased-array antenna and the user is constructed to
maximize the SLR, which is detailed in Section 6.1. However, since
the coarse analog beamforming cannot achieve pinpoint focusing
of transmitted signals, there will be residual interference between
the different user. The digital MU-MIMO precoder is then used to
cancel this residual interference between the downlink users.

3.2 Hekaton Operation
The two-level beamforming in Hekaton operates on two different

timescales. Figure 5 shows how this two-level scheme works in
practice. Each frame transmission follows a fast-timescale process,
where the transmitted signal undergoes the two-level beamforming
before being transmitted. The beam selection/update of the phased-
array antenna occur over a slower, coarse-timescale process. The
three-key components of Hekaton are:

1. Composite CSI Measurement. The Hekaton base station
cannot access signal information from each of its phased-array an-
tenna elements. Instead, given a codebook entry, the phased-array
antenna combines the correspondingly phase-shifted signals from
all antenna elements, and returns only this combined CSI signal to
the RF chain.

2. Compressive AoA Estimation. The Hekaton base station se-
lects the downlink beam direction (i.e., the codebook entry) corre-
sponding to the angle-of-arrival (AoA) direction with the strongest
signals when it hears from the user. It is worth noting that although

3This mapping may be suboptimal, a detailed discussion is in Sec-
tion 9

the channel reciprocity may not hold for an FDD system, the AoA
direction of the user should still be similar across different frequen-
cies. In fact there are many AoA-based indoor localization works
using different frequency bands [8,12]. Hekaton is compatible with
FDD systems as it uses codebook-based analog beamforming (8
beam patterns in our implementation), which creates a wide beam
pattern and hence is robust to frequency diversity.

Unfortunately, conventional AoA estimation requires CSI mea-
surement for each antenna element [7–9,12], which is infeasible for
a Hekaton base station since it can only obtain composite CSI of
all elements in a phased-array. Furthermore, an exhaustive search
would require test transmissions over all possible AoAs and is too
time-consuming to be practical. In Hekaton, we design a novel
algorithm that can efficiently compute the AoA from just four com-
posite CSI measurements. To the best of our knowledge, ours is
the first algorithm that achieves a constant AoA measurement over-
head, regardless of the number of phased-array antennas.

3. Downlink Beam Selection. Hekaton uses the AoA measure-
ments to determine beam directions that both maximize the sig-
nal power at its intended user while minimizing the interference to
users in adjacent cells. These beam directions are selected using
signal-to-leakage ratio (SLR) as a metric.

We detail these components in §4, §5 and §6. We note that Heka-
ton can be implemented, via a two-level beamforming controller, as
a minor firmware update in the downlink transmitter like a WiFi AP
or an LTE eNodeB, without further hardware modifications.

4. COMPOSITE CSI MEASUREMENT

4.1 LTE Support for Composite CSI Measure-
ment

Hekaton can be retrofitted onto existing LTE BSs. It uses three
key features in current LTE BSes:

Coordinated MultiPoint (CoMP) synchronization. Each Hekaton-
enabled LTE BS must measure the CSI of both its local UEs and
UEs in neighbouring cells. Hence, because LTE operates using a
TDMA schedule, uplink frames from neighbouring cells must be
time-synchronized with those of the local cell. The LTE CoMP
support ensures that this synchronization is achieved. Note that
Hekaton only relies on CoMP features for inter-cell UE schedul-
ing, and not cooperative transmissions. Hence, Hekaton does not
require fast CSI/data exchange between BSes in different cells.

Coordinated scheduling. The LTE specification partitions the
spectrum into multiple resource blocks (RBs), with each RB occu-
pying a set of subcarriers for a period of time. Each UE is assigned
one or more RBs for uplink transmission. With CoMP, the sched-
ulers of different BSes coordinate to ensure that interfering up-
link transmissions from different UEs are assigned non-overlapping
RBs. This ensures that Hekaton can obtain a good CSI measure-
ment from each UE.

Sounding Reference Signals (SRS). Hekaton uses the SRS that
is transmitted at the end of a UE’s frame for CSI measurement.
CoMP support allows the BS to limit the bandwidth of the SRS
to the RBs assigned by the UE. Hence, Hekaton can obtain CSI
measurements from multiple non-interfering UEs concurrently.

4.2 Measuring the Composite CSI
The composite CSI is concurrently measured at all phased-arrays

using uplink transmissions. Each transmission from the UE is re-
ceived by all phased-arrays at the BS, and is used by each phased-
array to measure the composite CSI. Figure 6 illustrates an example
where Hekaton obtains upstream composite CSI from three sepa-
rate UEs, A, B and C.
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At the first measurement frame, Hekaton randomly selects a code-
book entry (corresponding to one beam direction) for each phased-
array. The unmodified RF chain receives the combined signal from
the phased-arrays, and computes the CSI for UEs A, B and C as
per normal. Hekaton retrieves these composite CSI values from the
RF chains. This process is repeated two more times, with a dif-
ferent random codebook entry selected for each measurement. At
the end of the CSI collection step, Hekaton obtains three distinct
composite CSI measurements for UEs A, B and C. Two points are
worth noting here: (i) The CSI collection spans three frames. But
meanwhile the data frame transmission can continue using the pre-
vious CSI since the channel coherence time usually spans multiple
frames. (ii) The overhead of beam switching is very low. Modern
phased-array antennas [13] can switch between codebook entries in
as little as 1.2µs, which is an order of magnitude smaller than the
LTE subframe duration of 1ms.

The above process is also used to measure the CSI to UEs in
adjacent cells. With inter-cell time synchronization, Hekaton can
also decode the SRS from UEs in adjacent cells, and obtain CSI
measurements to them.

5. COMPRESSIVE AOA ESTIMATION
Hekaton employs a novel compressive-sensing based algorithm

to estimate the AoA of the uplink probing signal from only a small
number of composite CSI measurements. Existing AoA estimation
approaches, such as those in [7, 8, 12], incur too large of a prob-
ing overhead and cannot be used efficiently in a two-level architec-
ture. Even previous compressive-sensing approaches, such as [9],
require per-antenna-element CSI and cannot operate with only the
composite CSI.

5.1 What is the Angle-of-Arrival?
Because of multipath propagation, a single transmission from an

antenna, even a phased-array one, will travel along multiple paths
before arriving at the receiver. Each copy of the signal from the
UE, travelling along a different path, arrives at the BS at a particu-
lar angle-of-arrival (AoA), and will experience a different amount
of attenuation and distortion. We refer to the magnitude of the ar-
riving signal at a particular AoA as its gain. A distribution of signal
gains, over all possible AoAs of 0 − 2π radians, is known as the
AoA distribution. These signal paths are symmetric — a return sig-
nal transmitted from the BS to the UE along the same AoA will
encounter the same gain.

5.2 How is the AoA Conventionally Estimated?
For the sake of clarity, we describe the conventional AoA esti-

mation process using a Uniform Linear Array (ULA), where anten-
nas are arranged in a line and with equal spacing between them.
The extension to circular arrays (Hekaton uses circular arrays) is
straightforward.

BS
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Figure 7: Arrival of a signal from the
UE at two antenna elements (Ant1
and Ant2) at the BS.
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Consider a single signal path from a UE arriving at a phased-
array at the BS. Figure 7 shows an example of this with two antenna
elements at the phased-array. Since these two elements are spaced
a distance of d apart, the additional propagation distance, travelled
by the signal reaching the ith antenna element is

τi(θ) = (i− 1)
d sin θ

c
(1)

where θ is the AoA and c is the speed of light. Note that for sig-
nals originating from UEs that are far away, the signals arriving the
phased-array can be assumed to be parallel. The phase difference
measured by all antennas is thus given by the column vector

φ(θ) = [1, ej2πfcτ2(θ), . . . , ej2πfcτL(θ)]T , (2)

where fc is the carrier frequency of the signal. For a single UE with
P multipath signals s1, . . . , sP arriving at the BS, The received
signal at the L antenna elements is thus

r = [φ(θ1), . . . , φ(θP )][s1, . . . , sP ]
T + n (3)

where n is the channel noise energy.
In order to find the AoA distribution, we first discretize the an-

gular space into D distinct, equally spaced, angles {θ1, . . . , θD}.
We then scan through the discrete angular space of the phased-array
and determine the gain at each discrete angle. This scanning pro-
cess for lth UE at the kth phased-array antenna uses a correlation
matrix Φ. The expression for the AoA distribution is

akl (θ) = Φr. (4)

5.3 How Does Hekaton Estimate the AoA?
Observe that with a phased-array antenna, because we cannot

access each antenna element individually, the correlation procedure
is replaced withD separate probes, each using a different row of the
matrix Φ as the active codebook entry.

Hekaton avoids this overhead by estimating the AoA from the
CSI measurements of the channel. Consider, for the sake of sim-
plicity, that Hekaton is estimating the AoA between a single phased-
array antenna and the lth UE in the cell. According to antenna the-
ory [14], the measured CSI is related to the AoA distribution via an
Inverse Discrete Space Fourier Transform (IDSFT),

hl = F−1 akl (θ), (5)

where F−1 is the IDSFT matrix and h is the (non-composite) CSI
vector between the BS and the lth UE.

Recall that Hekaton can only obtain the composite CSI, which
is dependent on the active codebook entry (i.e. the weights of the
phase-shifters). Hence, the actual CSI-AoA relationship that is used
by Hekaton is

ĥl = bThl = bTF−1 akl (θ), (6)



where b is a vector specifying the weights of each of the phase-
shifters, and (·)T refers to a vector/matrix transpose. ĥl is the com-
posite CSI between the phased-array antenna and the lth UE.

Unfortunately, the addition of the analog beamforming weights
makes the CSI-AoA relation of (6) non-invertible as one can con-
ceive of multiple AoA distributions that can map to the same com-
posite CSI. This is a classic linear algebra problem — akl (θ) is a
vector of length D and we can recover it precisely if we have D
different measurements of ĥl, each taken using a different active
codebook entry b.

However, this is not a practical approach since D is typically
very large (D = 360, in this case). Instead, Hekaton efficiently
recovers the AoA distribution by exploiting its sparsity property.

5.4 AoA Sparsity
Empirical measurements [15] have shown that the AoA distribu-

tion is clustered. In a typical multipath environment, the dominant
multipath components (i.e. those with the highest gain) arrive at the
receiver from 3-5 distinct directions [15]. The signal gain at other
AoAs are small and thus can be ignored as they do not contribute
significantly to the fidelity of the received signal.

How is the AoA distribution sparse? If we discretize the angular
space into D = 360 equally spaced angles, then P < 5 dominant
signal paths is much smaller than the number of possible AoAs and
is thus sparse. The signal gains along paths outside the P dominant
ones are low and can be ignored as they do not contribute signif-
icantly to the decodability of the signal at the phased-array. The
AoA measurement overhead is bounded by the number of multipath
clusters. Because the AoA distribution is sparse, we can recover it
from only a small, fixed number of composite CSI measurements.

5.5 Compressive AoA Estimation
We have seen how (a) the number of dominant AoA directions

is sparse and (b) Hekaton obtains a transformed AoA distribution
through CSI measurements. The objective of the compressive AoA
estimation algorithm is to recover the AoA distribution al(θ) from
a fixed but small number of composite CSI measurements following
(6).

Let ĥ(1)
s,c , . . . , ĥ

(V )
s,c be a vector formed by V different compos-

ite CSI measurements, each taken with a different codebook entry
b(1), . . . ,b(V ). We can recover the AoA distribution using com-
pressive sensing [16] via

âkl (θ) = argmin ‖akl (θ)‖1
s.t. ĥ(v)

s,c = b(v)F−1 akl (θ), 1 ≤ v ≤ V (7)

where ‖ · ‖1 denotes the L1-norm.
How many CSI measurements are needed? Empirically, we

have found that V = 4 is sufficient for recovering âks,c(θ) accu-
rately. This matches the measurements for the number of signal
clusters for indoor environments [15]

We emphasize that unlike the naive, brute-force method, Heka-
ton’s AoA estimation overhead is independent of the number of
phased-arrays, or the number of antenna elements per phased-array.

5.6 AoA Estimation Example
Figure 8 shows the accuracy of the AoA estimation using the

compressed sensing algorithm. We compare the AoA distribution
estimated using 2 and 4 composite CSI measurements with a ground-
truth distribution obtained using an exhaustive search of all possi-
ble AoA directions. Observe that even with only the few samples
needed by the compressive-sensing algorithm, we can determine
the AoA distribution peak accurately. The angle corresponding to

this peak is the direction of the signal cluster from BS that results
in the highest signal power gain at the UE.

6. DOWNLINK BEAM SELECTION
Hekaton can directly use a phased-array codebook entry that has

a direction closest to the estimated AoA. However, a better ap-
proach is to chose a beam direction that maximizes the ratio of
the signal energy to the intended UE to the total interfering sig-
nal energy to all unintended UEs. Give a phased-array antenna, an
unintended UE is one that is either a UE in the local cell that is as-
signed to a different phased-array, or a UE in an adjacent cell. This
metric is known as the signal-to-leakage-power-ratio (SLR).

6.1 Selecting the SLR-maximizing Beam
Hekaton first determines the beam pattern between every phased-

array antenna and every downstream user that maximizes the SLR.
However, recall that each phased-array antenna in Hekaton only
directs its beam towards a single user. Hence, Hekaton then assigns
each user to the phased-array for which maximum SLR is achieved.

Hekaton uses the AoA distribution to users in both the local and
adjacent cells to compute the SLR distribution. Simply put, the
SLR distribution to a particular user l from a phased-array antenna
k is defined as the element-wise ratio of the AoA distribution to this
user, to the sum of all the AoA distributions from this same phased-
array to concurrently active users in adjacent cells. Mathematically,
this is expressed as

ηkl (θ) =
akl (θ)∑

d∈CU
akd(θ)

, (8)

where CU is the set of unintended. Then we have the beam pattern
from the phased-array to the user that maximizes the SLR:

θ̂kl = argmax
θ

ηkl (θ). (9)

At this point, Hekaton has the SLR-maximizing beam direction
between every phased-array antenna and every user. The next step
is to construct a unique mapping between users and phased-array
antennas, so that the SLR at the users are maximized. Hekaton uses
a greedy algorithm for this.

For each user, Hekaton selects the phased-array antenna that can
achieve the highest SLR when directing a beam to that user. Heka-
ton then pairs the phased-array antenna with that user. This is a one-
to-one mapping: no user will be assigned to more than one phased-
array antenna, and no phased-array antenna will be assigned more
than one user. Hekaton then activates the codebook entry in each
phased-array that corresponds to the beam direction which most
closely matches its SLR-maximizing direction.

6.2 Downlink Beam Update Interval
The duration of the update interval of the analog beam has an

impact on the performance of Hekaton. In environments with high
mobility, the downlink beam must be constantly updated to track
the user’s direction of movement. Hence, a shorter update interval
is necessary. Conversely, in a static environment, the beam update
interval can be long.

Empirically, we have found that in an indoor office environment
with typical mobility, Hekaton can outperform a comparable MU-
MIMO transmission with the same number of RF chains if the ana-
log update occurs every 10 frames.

7. IMPLEMENTATION
We prototype our two-level beamforming architecture using the

WARPv3 software radio platform. Our prototype implementation



of Hekaton uses four WARPv3 boards, each with four antennas.
This allows us to evaluate Hekaton in configurations utilizing up
to 16 antennas in total (e.g. 4 RF streams each with a 4-antenna
phased array). We rely on trace-driven emulations for larger-scale
configurations that utilize more than 16 transmit antennas. The set
of beams supported by our emulated phased-array is specified in a
codebook. We employ another 2 WARPv3 boards to emulate up to
8 single-antenna clients.

Phased-Array Implementation. Hekaton design leverages ana-
log phased-arrays to achieve efficient and practical large-scale MU-
MIMO. However, fine-time-grained control over commercial phased-
array antennas may require a custom FPGA controller4. For the
sake of simplicity, we construct digital phased-array antennas us-
ing the WARPv3 platform.

The key difference between digital and analog phase-shifting is
the phase resolution: digital phase-shifting is limited by the number
of bits used to represent the phase angle, while its analog counter-
part can shift the beam over a continuous set of angles. Fortunately,
in practice, this resolution difference is very small and negligible.

In our implementation, we emulate circular phased arrays of up
to eight antenna elements each, with corresponding codebooks of
eight different beam patterns [17]. All phased-arrays used in any
specific experiment have the same size. We also normalize the
transmit power of each emulated phased-array to be equal to that
of a single WARP RF chain.

We emulate each digital phased array by arranging up to eight an-
tennas (each connecting to a WARP RF interface) in a circle. The
radius of the circle is fixed at half the wavelength of the 2.4GHz car-
rier [18]. If multiple WARP devices are needed, they are synchro-
nized via CM-MMCX clock modules [19] to eliminate sampling
and frequency errors across the entire phased-array.

Phased-Array Codebook Design. The phased-array codebook
is implemented using standard techniques [17] to obtain single-lobe
beams with dominant directions equally spaced over 2π. The num-
ber of codebook entries is equal to the size of the phased-array an-
tenna. All beamforming weights in the codebook are specified to
the nearest one degree, so as to closely emulate the performance
of real-world phased-arrays. The geometry of the phased array is a
circle with radius Nλ/16, where N is the total number of antenna
elements in the codebook.

We note that our digital phased array implementation is different
from conjugate beamforming. Unlike conjugate beamforming, the
codebook only encodes phase, and not amplitude, changes.

Latency and Synchronization. Hekaton is optimized to mini-
mize latency and maintain time/frequency-synchronizatoin across
all its antenna elements.

(i) Low-Latency. We develop a C++ WARP software controller to
enable simultaneous I/Q transfer between all WARP radios. OpenMP
is used to accelerate PHY processing in parallel across multiple
CPU cores. As a result, our implementation achieves an inter-
frame PHY latency, in a 8× 8 MU-MIMO transmission, of merely
23ms with an eight-core Intel i7 CPU. This latency is well below
the empirical channel coherence time of 300ms in our office envi-
ronment. We can thus perform real-time evaluation of Hekaton’s
performance under varying channel dynamics and mobility.

We note that the L1-norm minimization step required AoA es-
timation can take up to 200ms, which is larger than the frame in-
terval of our implementation. However, this does not impact our
evaluations as the beam pattern of each phased-array antenna only
needs to be updated asynchronously on a coarse timescale.

4The FCI-3710 [13] has a digital interface for use with FPGA con-
trollers

(ii) Phased-Array Calibration. A key feature of phased-array an-
tennas is that the transmit phases at each of its antenna elements is
known to the phased-array. However, since we use different WARP
radios for each antenna, hardware differences across the radios in-
troduce varying phase-offsets between antennas. Hence, phase cal-
ibration mechanism must be applied to these antennas [1] to syn-
chronize the phase of all antenna-elements in a phased array.

We synchronize all antenna-elements to a randomly chosen pri-
mary antenna. Recall that the exact placement of each antenna is
fixed and known in advance. The primary antenna simply transmits
an OFDM preamble. Each non-primary antenna uses the received
phase information, along with its known physical location, to derive
its true phase-offset from the primary antenna. It then compensates
for this offset in all subsequent transmissions. This calibration is
done for both uplink and downlink. We have empirically deter-
mined the phase-offsets between antennas remain unchanged for
up to several hours (the duration of our experiments).

(iii) Scheduling. Cellular protocols are synchronous and rely on
the presence of a global protocol clock. Since all WARP boards are
connected to a central PC, we enforce this protocol clock without
additional outside synchronization.

Digital Beamforming. We implement digital beamforming com-
ponent of Hekaton using a 802.11-based OFDM PHY. The 20 MHz
channel bandwidth is divided into 64 subcarriers, including 48 data
subcarriers, 4 pilots, 1 DC and 11 guard band subcarriers. QAM-
modulated input data symbols are precoded using zero-forcing beam-
forming (ZFBF).

8. EXPERIMENTAL EVALUATION
In this section, we demonstrate Hekaton’s performance based

on the aforementioned testbed implementation. Our evaluation an-
swers three major questions: (i) Can Hekaton achieve capacity scal-
ing while maintaining energy efficiency by simply increasing the
number of passive antennas? (ii) Can each component of Hekaton
effectively limit the coordination overhead, thus achieving through-
put efficiency for large-scale MU-MIMO? (iii) Can Hekaton still
manage interference in multi-cell networks through its two-level
beamforming?

Hekaton is equally applicable to both indoor and outdoor envi-
ronments. However, the indoor environment presents more chal-
lenging wireless channel conditions due to the abundance of multi-
path reflections. We thus conduct our experiments in a typical office
environment (Figure 15) during normal office hours with around
300ms channel coherence time.

8.1 Experimental Setup
Hekaton configuration. Unless otherwise indicated, each Heka-

ton node in our experiments has two RF chains, each connected to
an eight-antenna phased-array. Therefore each Hekaton node has
two degrees-of-freedom and can serve up to two users concurrently.
Trace-driven emulation is used for larger number of users.

Baseline MU-MIMO configuration. In our evaluation, we com-
pare Hekaton with conventional MU-MIMO that has only a single
omnidirectional antenna per RF chain. Unless otherwise indicated,
the baseline MU-MIMO configuration shares the same user num-
ber and RF chain number with the Hekaton configuration. In Sec-
tion 8.3, we also consider the oracle MU-MIMO configuration that
exhaustively searches among all user subsets with all possible car-
dinalities to maximize the downlink capacity. To ensure a fair com-
parison, Hekaton and the baseline MU-MIMO configurations share
the same center frequency, channel bandwidth and digital precoder
specified in Section 7.
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Trace-driven emulation setup. Due to the limited number of
WARP nodes available, we conduct trace-driven emulation for the
scenarios that require more than 6 WARP nodes, e.g., the multi-
cell evaluation in Section 8.4. In order to collect these traces, we
first note the antenna locations of the virtual phased array of the
intended size, as described in §7. We then place the antennas of the
physical transmitter on these locations in turn and collect the CSI
between that antenna and multiple receivers via over-the-air trans-
mission. The collected channel matrices are finally concatenated
to emulate a large-scale multi-antenna transmitter serving the same
user group.

During the trace collection, we ensure that the users and the en-
vironment are static (with around 300ms coherence time using 0.5
as the threshold for channel correlation). The trace collection w.r.t.
a particular user group takes up to 40 minutes. This long measure-
ment duration will reduce the overall spatial correlation between
antennas. However, we note that this will affect both MU-MIMO
and Hekaton similarly, and thus will not affect performance com-
parisons between MU-MIMO and Hekaton.

8.2 Hekaton Micro-Benchmarks
Analog Beamforming vs Digital Precoding. We compare the

performance of Hekaton with two alternative architectural choices
with the same number of RF chains: (i) Standalone analog beam-
forming: The base station has two 8-antenna phased-arrays, each
connected to a separate RF chain. It beamforms to 2 users with min-
imized SLR but without digital precoding to eliminate the crosstalk;
(ii) Standalone digital precoding: The base station has 2 omnidi-
rectional antennas, each also connected to a separate RF chain. It
employs a zero-forcing beamforming (ZFBF) precoder to serve 2
downlink users. Our Hekaton base station has the same configura-
tion to the standalone analog beamforming except that it also uses
digital precoding to eliminate the crosstalk between the two con-
current data streams.

Figure 9 plots the CDFs of the sum downlink capacity under the
above three architectures. It shows that Hekaton’s median through-
put is 66% higher than that of standalone analog beamforming.
This is due to the distortion of the spatial beams in practice. Ide-
ally, the two phased arrays can steer their beams towards orthogonal
directions. However, multipath reflections indoor will easily dis-
tort the beams, resulting in crosstalk interference among different
users. Hekaton overcomes this limitation by combining with digital
ZFBF precoding to eliminate this residual interference after analog
beamforming. On the other hand, compared with standalone digital
precoding, the analog beamforming component of Hekaton essen-
tially acts as a preconditioner, which makes the digital channel of
the 2 users “seen” by the RF chain more orthogonal and reduces the
condition number of the channel matrix. As a result, Hekaton also
achieves substantial (median 76%) improvement over standalone
digital precoding.

Compressive AoA Estimation. We now evaluate the accuracy
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of Hekaton’s compressive AoA estimation algorithm using a single
RF chain and a single eight-antenna phased-array. Note that due
to the limited number of antennas in this setup, we can only make
use of up to eight composite CSI measurements, thus limiting the
number of recoverable multipath clusters to eight. However, this is
already sufficient to identify the 3-5 clusters in typical indoor envi-
ronments [15]. Based on the compressive sensing theory [9], we be-
lieve that our results in this evaluation are still valid for larger scale
phased array under the same environment. With the eight-antenna
phased array connecting to a single RF chain on the base station
and one user sending the uplink probing signal, we first estimate
the AoA of the strongest incoming signal path based on eight com-
posite CSI measurements, and then study the error incurred when
fewer composite CSI measurements is used. This comparison is
made under 20 random line-of-sight (LOS) topologies and an equal
number of non-line-of-sight (NLOS) channels.

Figure 10 plots the CDF of these AoA estimation errors of the
strongest incoming signal path over all users in all topologies. Re-
call that Hekaton uses four CSI measurements for AoA estimation.
We can observe that Hekaton has only around 6◦ of median er-
ror in LOS environment since the signal AoA is dominated by an
LOS component. Meanwhile, the NLOS channel results in slightly
higher error (median 12◦) due to richer multi-path reflections. In
both cases (LOS and NLOS), the AoA error should only have a
marginal impact to Hekaton’s beam selection from the eight-entry
circular phased-array codebook (about 45◦ beam width).

To verify this, we further evaluate the impact of the compressive
AoA estimation on Hekaton’s beam selection and the resulting net-
work capacity. In this micro-benchmark evaluation, We exclude the
influence of the digital MU-MIMO precoder by running a Heka-
ton base station with only one RF chain connecting to an eight-
antenna phased array. This modified Hekaton setup serves only
one user. We compare the compressive approach using four or all
eight composite CSI measurements with 2 other configurations in
the same antenna and RF chain setup: (i) Perfect analog BF, which
uses conjugate beamforming to steer the beams of each phased-
array. Conjugate beamforming is equivalent to having a discrete
codebook with infinitely fine resolution in theory (bounded by the
hardware in practice), and thereby serves as a performance upper-
bound. We emphasize that typical analog phased-array antennas
are codebook-based and cannot perform conjugate beamforming;
(ii) Worst analog BF, which intentionally chooses the worst analog
beam pattern that leads to the lowest downlink capacity based on
exhaustive search from the codebook, and thus acts as the perfor-
mance lower bound.

Figure 11 plots the downlink capacity of these configurations,
we see that Hekaton’s compressive approach with four measure-
ments only causes 5% median capacity loss compared to the one
with eight measurements. Both schemes exhibit gains of more than
7× over the worst-analog BF case. They also exhibit between 10%
to 30% lower capacity than the perfect analog BF case due to the
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Figure 13: The relationship between Hekaton performance and ana-
log beam update interval.

discrete codebook they used, but this gap will naturally decrease as
the number of antenna elements grows (which results in a codebook
of finer resolution).

SLR-Based Beam Selection. Hekaton uses the SLR metric to
select downlink beam for each phased array that minimize inter-
ference to non-intended users. In this micro-benchmark evalua-
tion, we compare the performance of the SLR-based beam selec-
tion to two other configurations: (i) Peak-AoA-based, where we
only use the peak AoA direction as the beam direction and (ii) Or-
acle, where we select the downlink beam direction assuming full
non-composite CSI knowledge at the BS.

We test 30 topologies where a Hekaton base station with two
eight-element phased-arrays serves two randomly selected users si-
multaneously. Figure 12 shows that the capacity under the SLR-
based beam selection outperforms that of the AoA-based approach
by almost 50% on average. Furthermore, the SLR-based approach
achieves only 12% lower capacity than the oracle with optimal
beam selection.

Update Interval vs Downlink Throughput. Hekaton must con-
tinuously update the beam direction so that it accurately “follows”
the motion of mobile users. However, note that during a coarse-
timescale beam update procedure (spanning multiple frames), ran-
dom codebook entries are activated on the phased-array. This re-
sults in non-ideal analog beamforming for upstream and down-
stream transmissions for the duration of the update. Obviously, a
non-stop update of the phased-array will have a detrimental impact
on the achievable throughput.

We evaluate this trade-off in a dynamic topology where users
in the testbed move at walking speed. We use the Hekaton base
station with two 8-element phased arrays to serve two LOS users
simultaneously. Sum downlink capacity of the two users are eval-
uated under different beam update intervals. Each experiment lasts
for 5 minutes, and the resulting mean capacity is plotted in Figure
13a.

If we ignore the overhead due to beam update and probing, the
results follow an expected pattern: the shorter the interval between
updates, the higher the throughput, as seen in Figure 13a. However,
due to the degraded channel during the analog beam update, we
can see from Figure 13b that the best update interval is 80ms, or
once every 80 LTE subframes. Hence, Hekaton updates its active
codebook entry every 80ms.

Impact of Spatial Correlation. Since a Hekaton BS relies on
analog beamforming as a first-level separation between concurrently-
served users, its effectiveness is naturally affected by spatial separa-
tion of the users. We study this performance factor with our Heka-
ton base station and two downlink users. The Hekaton base station
has 2 RF chains, each are connected to a circular phased array with
8 antenna elements. The angular separation between the two users
(with respect to the BS) varies from 0 to 180 degrees. For each
angular separation, we create 30 different topologies (all the while
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maintaining the same angular separation between the two users),
and plot the mean downlink capacity in Figure 14. For comparison,
we also repeat the experiments with standalone analog and digital
beamforming.

In general, the performance of Hekaton and standalone analog
beamforming keeps increasing with node separation since it be-
comes easier to form non-overlapping beams pointing towards the
users. Standalone digital precoding is relatively less affected by
node separation because it operates based on precise CSI informa-
tion of each user. We also see that Hekaton and standalone dig-
ital precoding achieve similar performance under small node sep-
aration since the beams from the Hekaton phased-array antennas
overlap with each other in this scenario and hence the interference
cancellation is mainly left to the digital precoder. Hence, explicitly
selecting distant users will improve Hekaton’s overall performance.

8.3 Single-Cell Performance
Throughput. We first examine how the throughput of Hekaton

and conventional MU-MIMO scales in terms of the number of RF
chains and antenna elements. We vary the number of RF chains in
both configurations between 2 and 16. The number of users served
by both cases is always equal to the number of RF chains used. For
a given number of RF chains, we also vary the number of antenna
elements in the phased-array connected to each RF chain to be-
tween 1 and 8 (1-antenna-per-RF-chain configuration corresponds
to conventional MU-MIMO). Trace-driven emulation is used for
the configurations where the total number of antennas exceeds the
maximum number of 16 antennas supported by our implementa-
tion. The traces are collected using the Cell 1 topology in Figure
15 following the methodology detailed in Section 8.1.

Figure 16a shows the average downlink throughput and standard
deviation across randomly selected downlink user combinations.
We observe two interesting trends from the results.

First, when we only have a single antenna per RF chain, the
sum throughput can decrease even if we increase the number of
RF chains. For example, the sum throughput in the 16× 16 config-
uration (16 RF-chains serving 16 users) is lower than the 8×8 con-
figuration. This is because the channel orthogonality between users
diminishes with increasing user number. We note that real-world
MU-MIMO systems do not always operate in such a configuration
to avoid this throughput scaling behavior.

Second, for a given number of RF chains, Hekaton scales up
the network capacity by increasing the number of antenna elements
per RF chain. The phased-array antennas effectively improves the
channel orthogonality between users and reduces the channel con-
dition number. Hence, sum throughput of Hekaton in 16× 16 con-
sistently outperforms the 8× 8 Hekaton configuration.

In the results above, MU-MIMO cannot exploit beamforming
gain since its user count is equal to its antenna count. However,
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Hekaton still achieves a significant throughput gain over MU-MIMO
with fewer users. Here, we use MU-MIMO with 8 RF chains (i.e.
8 antennas) serving 4 users as the baseline. Note that this is the
configuration that achieves the highest throughput in Figure 1. We
compare MU-MIMO in this configuration against Hekaton with 2
RF chains and 2,4, and 8 antennas in each phased-array.

Figure 16b shows the throughput distribution over all topologies.
We see that Hekaton achieves an impressive increase in throughput
under the same transmit power — with 8 RF chains and 8-element
phased-arrays serving 4 users, Hekaton achieves 2.5× throughput
gain over the 8× 4 conventional MU-MIMO configuration.

Energy Efficiency. We have already seen that the throughput
of Hekaton increases with the size of phased-array. We further
demonstrate that the two-level beamforming architecture employed
by Hekaton improves energy-efficiency alongside this throughput
increase. We benchmark Hekaton with two RF chains and varying
phased-array sizes, serving two users. The energy efficiency val-
ues (in bits-per-Joule) is normalized using 2× 2 MU-MIMO as the
baseline. Both Hekaton and the 2 × 2 MU-MIMO configuration
have the same number of RF chains, although Hekaton uses phased
arrays with each RF chain while MU-MIMO uses omnidirectional
antennas. Note that since the power consumed by the phased array
is typically very small, as discussed in Section 1, we assume that
the power consumption of both of these configurations are equal.
For the sake of clarity, we report results w.r.t. the total number
of antennas used. Figure 17 shows this mean normalized energy
efficiency. Since Hekaton supports more transmit antennas than
conventional MU-MIMO under the same RF chain number thanks
to its unique two-level beamforming architecture, we see that its
energy-efficiency almost shows a monotonically increasing trend,
and the energy efficiency gain is up to 1.67× over conventional
MU-MIMO with the same number of RF chains. We expect even
greater efficiency gain with larger phased-array antennas.

8.4 Multi-Cell Performance
Hekaton uses two-level beamforming to simplify inter-cell coor-

dination and reduce interference between adjacent cells. In this sec-
tion, we compare its performance against conventional MU-MIMO
in a two-cell network. Due to the large number of antennas re-
quired, our evaluation will rely primarily on trace-driven emulation.
The locations of these two cells are chosen so induce inter-cell in-
terference, and is shown in Figure 15.

We evaluate the sum throughput across both cells for the BSes
with 2-, 4- and 8-RF chains. Hekaton uses phased-array antennas
of varying sizes, similar to the configuration used in the single-cell
experiments in §8.3. The number of users is always equal to the
number of RF chains.

Figure 18 shows that Hekaton achieves significant throughput
gain over conventional MU-MIMO. Specifically, due to the strong
inter-cell interference, conventional MU-MIMO (1 antenna per RF
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MOS Video Quality PSNR Range (dB)
Excellent >37

Good 31-37
Fair 25-31
Poor 20-25
Bad < 20

Table 1: Mapping between video quality and PSNR.

chain) with only 2 RF chains achieves almost zero throughput. As
we increase the multiplexing gains (by increasing the number of RF
chains), MU-MIMO throughput increases marginally to a mean of
60 Mbps. On the other hand, as we increase beamforming gains
in Hekaton, it can achieve throughput that is up to 300% that of
MU-MIMO. Note that the transmit power in both Hekaton and
MU-MIMO experiments is identical. Hence, this gain comes from
(a) the ability of Hekaton to improve beamforming gain and better
focus the signal energy on the intended users, and (b) the ability
of Hekaton to direct signal energy away from unintended users.
Hence, Hekaton can increase the throughput to its intended users,
while simultaneously reducing inter-cell interference.

8.5 Impact of Hekaton on Application Perfor-
mance

In this section, we combine the PHY layer implementation of
Hekaton with application-layer simulation. Without loss of gener-
ality, our experiments compare two different large-scale MU-MIMO
designs: (i) Hekaton BS with two phased-arrays (eight antenna el-
ements each), and (ii) conventional MU-MIMO, with 2 RF chains.
Both of these networks serve two single-antenna users concurrently.

8.5.1 Hekaton with H.264 Video Streaming
We first implement a H.264 video streaming emulator on top of

our Hekaton testbed. The emulator runs at the BS that has two RF
chains and transmits different H.264 video streams to two differ-
ent users simultaneously. Upon receiving and decoding the video
stream, each user computes its PSNR and user-perceived Mean
Opinion Score (MOS) (the standard measures of video quality).
The relationship between the PSNR and video quality [20] is sum-
marized in Table 1. We evaluate both Hekaton and MU-MIMO
across 10 different pairs of users using QPSK and 1/2-rate FEC,
each test transmits 100 different 40-second videos.

Figure 19a shows the PSNR distribution over all clients and across
all video frames (original PSNR of the videos is 48dB). Hekaton
achieves twice the median PSNR, from 15 to 30dB, when compared
to MU-MIMO. Figure 19b shows the corresponding MOS video
quality. We see that Hekaton increases the ratio of excellent video
streams by up to 10× and reduces the ratio of all lower-quality
video frames. With the base station’s total transmit power un-
changed, Hekaton’s performance improvement comes by improv-
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Figure 20: TCP throughput comparison in an FTP application.

ing the beamforming gain and user channel orthogonality via the
phased array.

8.5.2 Hekaton with FTP File Transfer
We then emulate the FTP protocol over TCP using PHY chan-

nel traces. These traces are obtained by running Hekaton over our
testbed with the same antenna and RF chain setup in Section 8.5.1,
and extracting the per-packet SNR (and achievable bit-rate) over
time. The FTP data is fragmented into 1460-byte frames. The re-
ceiver window size, TCP maximum congestion window size, and
round-trip delay are set to 200, 100 and 20ms, respectively. We
assume the downlink and uplink have symmetrical rate.

Figure 20a shows the time-varying performance of one FTP trans-
fer. We observe that even after taking into account the effects of
slow start, signaling overhead, and the AIMD congestion control,
Hekaton still outperforms convention MU-MIMO with respect to
long-term throughput. Figure 20b further plots the CDF of TCP-
flow throughput distributed across 10 pairs of clients. Hekaton im-
proves the median TCP throughput of all TCP flows by more than
2× over conventional MU-MIMO.

9. DISCUSSION
Is Hekaton useful with more users? One may assume that in

networks with a large number of users, one will always be able to
find users with uncorrelated channels due to the user diversity. Ac-
cordingly, the gain (and usefulness) of large-scale MU-MIMO is
limited under large user population. However, such an assumption
ignores the fact that the CSI measurement overhead needed to lo-
cate these uncorrelated users scales linearly with the total number
of users. This overhead can easily negate any benefit of a larger
users selection pool [21]. On the other hand, the additional over-
head incurred by Hekaton is independent of the user population.

One- vs Two-Level Beamforming. Instead of increasing the
number of RF chains, Hekaton adopts a two-level approach and
relies on phased-array antennas to get higher total antenna number
and hence lower channel condition number.

A phased-array antenna consists of multiple (e.g., K > 1) an-
tenna elements. However, aK-element phased-array antenna is not

equivalent to K RF chains, each with an omni-directional antenna.
Each antenna element is only equipped with an analog phase shifter
that adjusts the phase but not the magnitude of the antenna signal.
Hence, phased-array antennas cannot achieve the same beamform-
ing gain or downlink capacity as a group of RF chains (with asso-
ciated omni-directional antennas) of the same size.

However, increasing the number of MU-MIMO RF chains re-
sults in a proportional increase in the energy consumed. We em-
phasize that increasing the number of RF chains beyond the rank
of the channel will only increase the beamforming gain. At this
operating point, we can obtain a similar improvement of the beam-
forming gain with Hekaton, but without the associate increase in
energy consumption.

Hekaton is a retrofittable solution that can improve the beam-
forming gain of existing wireless platforms without additional en-
ergy consumption. If backwards-compatibility is not a requirement,
other energy-efficient operating points can be achieved by increas-
ing RF chains instead of antenna elements, and employing one-
level beamforming instead. We leave such studies to future work.

Beamforming in the 3-D space. In this paper, we use the stan-
dard codebook designed for the 2-D space [17], and thus the signal
arriving path or AoA is correspondingly estimated in the 2-D space
to facilitate the downlink beam selection. We emphasize that our
design can also be used to estimate the signal arriving path in the
3-D space if codebook designed for 3-D space is available in the
phased-array. There are on-going discussions on the 3-D beam-
forming in 3GPP. We expect that the knowledge of signal path in
the 3-D space will allow us to better target the beams, especially in
urban environments, and we leave this to future work.

Optimizing Hekaton. Currently, Hekaton does not exploit the
full potential of two-level beamforming architecture because (a) it
is limited to fixed number of users and (b) we enforce a one-to-
one mapping between each user and phased array to simplify the
problem formulation. It is worth noting that MU-MIMO sched-
ulers [22,23] can optimize the users served, and similar approaches
can also be applied to Hekaton . However, such extensions will in-
crease the complexity of Hekaton. Given that our suboptimal Heka-
ton design already shows remarkable performance gains over con-
ventional MU-MIMO, it is not immediately clear if the additional
complexity will result in a commensurate performance improve-
ment. We leave an in-depth study of this challenge to future work.

Hekaton with implicit and explicit CSI feedback. When ex-
plicit CSI feedback is used for MU-MIMO as in most existing wire-
less standards like 802.11ac and LTE, Hekaton shows an obvious
advantage over existing large-scale MU-MIMO architecture [1, 2]
due to the much smaller number of RF chains. However, when im-
plicit CSI feedback is used, the probing process Hekaton used to
find the SLR-optimal beam direction incurs extra overhead. Fortu-
nately, it is mitigated by the fact that the additional probing over-
head in Hekaton is a small constant number. We emphasize that
this is not a constant scaling factor, but a constant of four probes
due to the indoor signal sparsity [15]. Hence, when taken together
with its two-level design, Hekaton is still an efficient, retrofittable
design for large-scale MU-MIMO networks.

Hekaton with Mobility. Due to the limitation of our implemen-
tation, we only evaluate Hekaton in static environments with around
300ms channel coherence time. However, it is worth noting that
the novel two-level beamforming architecture of Hekaton may im-
prove the MU-MIMO performance under mobility if supported by
proper hardware with sufficient processing capability. Since the
analog beamforming component reduces the crosstalk interference
between concurrent data streams and only needs to be updated in
a coarse time manner, the system becomes more robust to the stale



CSI used in the digital precoder compared to a pure digital beam-
forming system.

10. RELATED WORK
Large-scale MU-MIMO. Several research platforms, such as

Argos [1] and BigStation [2], have demonstrated the significant per-
formance gain that can be achieved by large-scale MU-MIMO sys-
tems — Argos with 64 antennas achieves 12.7× the capacity of a
single-antenna system; BigStation [2], when using 12 antennas and
9 clients, achieves 6.8× the capacity of a single-antenna-single-
client setup. However, these platforms suffer from scalability is-
sues. For example, the authors in [1] acknowledge that suboptimal
conjugate beamforming is preferred in larger systems as ZFBF suf-
fers from unacceptable complexity and overhead. In [2], parallel
computing is used to reduce the processing time of ZFBF, but the
solution requires powerful computing server that is not available in
current base stations. Furthermore, when the number of RF chains
goes well beyond the channel rank supported by current environ-
ment [3], further improving capacity by increasing the number of
RF chains may reduce energy efficiency.

In contrast, Hekaton aims to achieve good energy efficiency, low
hardware complexity, and affordable computational overhead while
enjoying a good fraction of the potential performance gain of a
large-scale MU-MIMO system by using phased arrays. We em-
phasize that Hekaton is designed to enhance the performance of
MU-MIMO with the same number of RF chains, this design phi-
losophy does not conflict with existing large-scale MU-MIMO ar-
chitectures, it is possible to replace omni-directional antennas with
phased-array ones in systems like Argos or BigStation to further
boost the network performance.

Two-Level Beamforming. While the high-level concept of com-
bining an analog beamformer with a digital RF chain is not new,
Hekaton is the first design that efficiently adopts this architecture in
a MU-MIMO communications system. ProBeam [7] is a compara-
ble work that integrates a phased-array antenna with a non-MIMO
WiMAX basestation. However, the optimal beam is chosen using
an exhaustive search of all codebook entries. This overhead scales
with the size of the phased-array antenna. Two-level digital beam-
forming is discussed in [24]. However, since both levels of beam-
forming are digital, to support a large number of antennas, such
a system still requires the same number of RF chains. Two-level
beamforming is also prevalent in 60 GHz networks [25, 26]. How-
ever, exhaustive beam searches are typically employed there too.
Faster beam searches, such as those based on simulated anneal-
ing [27], can reduce the search time, but the overhead still increases
with the size of the phased-array.

Joint optimization schemes [28, 29] have also been proposed for
two-level beamforming. However, these algorithms require tight
integration between the analog phased-array and digital RF chains.
This level of integration is not feasible for a solution that is to be
backwards compatible with existing BSs.

Two-level beamforming is also employed in other areas such as
MIMO radar [30]. However, such systems are purpose-built for
object tracking, not communications, and also require tight coordi-
nation between the analog and digital RF components.

Coordination Overhead. The distributed coordination scheme
in [31] increases throughput through opportunistic use of degrees
of freedom. However, it requires precise clock phase and frequency
synchronization. Other centralized coordinated multipoint systems
[32–36] demonstrate impressive gains from cooperative transmis-
sions across access points, but also comes at the cost of significant
synchronization and inter-cell CSI sharing overhead. Such an over-

head is impractical for large-scale deployment in real-world cellular
networks.

AoA Estimation. ArrayTrack [8] demonstrates a practical method
of localizing indoor WiFi clients using MIMO techniques. This
approach uses standard AoA estimation techniques, together with
multipath smoothing to determine the direction of each client from
the BS. However, ArrayTrack cannot be integrated into Hekaton as
it requires one RF chain for each antenna. Furthermore, due to mul-
tipath effects, the downlink beam direction used by Hekaton is not
necessarily the direction of the direct path from the BS to the UE.

PinPoint [12] has a similar goal of localizing wireless clients.
However, it relies on the cyclostationary properties of many exist-
ing wireless protocols to estimate the AoA. It too, requires that each
antenna is connected to a single RF-chain, and thus, cannot be used
in Hekaton. The method in [9] is most similar to the technique in
Hekaton as it too relies on a compressive-sensing approach to AoA
estimation. However, its compressive-sensing method differs from
that in Hekaton in one critical aspect: it requires one-antenna-per-
RF-chain, and thus is unsuitable for use with phased-array anten-
nas. Recall that we cannot get time-domain signal information di-
rectly from each antenna element. Hekaton uses a key relationship
between CSI and AoA to extract AoA information from composite
CSI data, and thus requires no modifications to the LTE protocol.

11. CONCLUSION
Large-scale MU-MIMO has the potential to introduce multi-fold

capacity gains into wireless networks at high spectral efficiency.
However, in practice, these gains are plagued by the diminishing
user channel orthogonality, high coordination overhead and the lack
of support in current standards. In this paper, we designed and
evaluated Hekaton, a novel two-level, two-timescale beamforming
architecture that brings a sizable fraction of these gains into existing
networks in a standards-agnostic form. In our evaluation, Hekaton
achieves up to 2.5× capacity gain over conventional MU-MIMO in
single-cell networks, without additional energy requirements.
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