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ABSTRACT
Despite years of innovative research and development, gigabit-speed
60 GHz wireless networks are still not mainstream. The main concern
for network operators and vendors is the unfavorable propagation
characteristics due to short wavelength and high directionality, which
renders the 60 GHz links highly vulnerable to blockage and mobility.
However, the advent of multi-band chipsets opens the possibility of
leveraging the more robust WiFi technology to assist 60 GHz in order
to provide seamless, Gbps connectivity. In this paper, we design and
implement MUST, an IEEE 802.11-compliant system that provides
seamless, high-speed connectivity over multi-band 60 GHz and WiFi
devices. MUST has two key design components: (1) a WiFi-assisted
60 GHz link adaptation algorithm, which can instantaneously predict
the best beam and PHY rate setting, with zero probing overhead; and
(2) a proactive blockage detection and switching algorithm which can
re-direct ongoing user traffic to the robust interface within sub-10 ms
latency. Our experiments with off-the-shelf 802.11 hardware show
that MUST can achieve 25-60% throughput gain over state-of-the-art
solutions, while bringing almost 2 orders of magnitude cross-band
switching latency improvement.
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1 INTRODUCTION
The multi-GHz unlicensed spectrum at the 60 GHz millimeter-wave
frequency band promises to shift current WiFi-experience from
“Wireless” to Gbps “Wire-like”. With up to 14 GHz of free spec-
trum [1], 60 GHz offers a foundation for next-generation bandwidth-
intensive applications, such as uncompressed video streaming, snap
wireless file synchronization, wireless virtual and augmented reality,
wireless data centers, and Gbps Internet access. Multiple standard-
ization efforts such as IEEE 802.11ad [24], 802.15.3c [12], ECMA [20]
and millimeter-wave products [48] are tailored to support such appli-
cations, and promise upto 7 Gbps of wireless bit-rate. These advances
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and research demonstrations [23, 54, 63] have also led millimeter-
wave technology to be recommended as a key enabler for multi-Gbps
5G cellular networks [1–3].

However, the short wavelength (5 mm at 60 GHz) and weak reflec-
tion characteristics (compared to LTE/WiFi signals) render 60 GHz
links highly vulnerable to channel propagation loss [51, 60]. In the
same environment, a 60 GHz link suffers from around 1000× higher
signal strength loss compared to typical LTE/WiFi [53]. Millimeter-
wave devices overcome such challenge by focusing RF energy to-
wards narrow spatial direction through beamforming using phased-
array antennas. Maintaining beams from access point (AP)/base
station toward mobile users is a challenging task and 60 GHz links
formed via such narrow beams get highly affected during mobility
and human blockage [15, 47, 53, 54].

Our experiments with off-the-shelf IEEE 802.11ad platform in in-
door settings show the potential of incorporating 60 GHz links in
enterprise networks, but also expose its limitations. While a few of the
observations are broadly expected, our measurement study quantifies
the benefit and limitations of adopting 60 GHz in today’s enterprises.
In static, Line-Of-Sight (LOS) settings, 60 GHz can achieve 2.5 Gbps
throughput, which is 4× higher than state-of-the-art WiFi (IEEE
802.11ac)1. However, during blockage and mobility where WiFi can
transmit at full speed, 60 GHz links may occasionally get fully dis-
connected for several hundred milliseconds. Although IEEE 802.11ad
transmitter and receiver can recover from such dynamics by search-
ing for the best signal-strength beam at runtime, our experiments
show that the search algorithm itself takes hundreds of ms to con-
verge. Recent research proposals [6, 35, 47, 54] seek to minimize the
convergence time to the best beam. However, such approaches either
assume quasi-stationary 60 GHz links, or have limitations to find the
settings at low cost, in dynamic scenarios with today’s commodity
devices. Even if an “Oracle” could instantaneously find the best beam,
our results show multiple occasions where 60 GHz link establishment
is not feasible, due to the fundamental physics of the millimeter-wave
communication. Deploying denser APs [58, 64] or reflectors [5] could
improve but does not guarantee robust 60 GHz connectivity despite
the high deployment cost.

Fortunately, the advent of multi-band WiFi chipsets [59] opens
the possibility of leveraging the more robust WiFi interface in those
scenarios where 60 GHz fundamentally performs poorly, to enable
robust connectivity. Specifically, WiFi’s omni-directional view of
the wireless channel could be leveraged to design highly-adaptive
60 GHz beam and PHY rate selection. In the scenarios where a 60
GHz link cannot be established due to obstacles, WiFi could provide
admittedly lower speeds, but still a robust communication anchor.

DesigningWiFi-assisted millimeter-wave communication is a chal-
lenging problem for three key reasons. First, while omni-directional
WiFi Channel State Information (CSI) could provide a hint to the

1In this paper, we use 60 GHz or IEEE 802.11ad, and WiFi or IEEE 802.11ac
interchangeably.



most dominant propagation path (and hence to the best 60 GHz
beam), it is coarse grained estimation, and often leads to erroneous
beam selection, as shown by our experiments. Second, simultaneously
transmitting data over multiple interfaces with highly heterogeneous
speeds (i.e. 60 GHz and WiFi) degrades application performance over
TCP, compared to a single-interface transmission. To our surprise,
we have observed that TCP throughput can drop by up to 5×, when
both 60 GHz and WiFi are used simultaneously. Finally, designing
seamless 60 GHz-WiFi interface switching, which meets the sub-10
ms latency requirements of many real-time applications, remains an
open problem. Existing off-the-shelf multi-band devices adopt a reac-
tive interface switching approach, which requires multiple seconds
to identify and switch to the best interface.

In this paper, we present MUST (MUlti-band fast Session Transfer),
an IEEE 802.11-compliant system which provides high-speed, robust
connectivity over 60 GHz and WiFi multi-band devices, in dynamic
indoor environments. MUST achieves its objective by introducing
two key design components: (1) Fast link adaptation: A WiFi-assisted
60 GHz link adaptation module that can instantaneously predict the
best 60 GHz beam and PHY rate setting, with zero 60 GHz probing,
under blockage and mobility; (2) Seamless switching: A low-latency
(sub-10 ms), proactive switching algorithm to reroute traffic from
highly fragile 60 GHz links to WiFi, without breaking the existing
connection. MUST design is built upon two key observations: (1)
Human mobility and blockage affect the dominating path of the 60
GHz channel and thus best beam, at much slower pace (order of
100s of ms). While a small scale variation can still affect channel
quality of the best beam, it does not necessarily change the entire
best beam direction in a practical system. Thus, instead of relying on
the existing method of link adaptation that itself can take hundreds
of ms to converge, MUST uses out-of-band information with appro-
priate modeling that provides the hint for the 60 GHz channel’s most
dominating path and best link settings. (2) When LOS is blocked, 60
GHz suffers from highly dynamic, occasional zero-throughput con-
nectivity that eventually degrades upper layer performance. In order
to achieve smooth real-time response, it is far better to proactively
move to WiFi interface to survive blockage.

We implement MUST in an off-the-shelf IEEE 802.11ad/ac multi-
band AP platform without any modifications to the end-user de-
vice or additional standards support. Different from existing efforts,
which focus on a single aspect of 60 GHz communication (e.g. link
adaptation [6, 35, 47, 54]), MUST is a full-fledged system design
which introduces optimizations across the protocol stack, consider-
ing system-level constraints and overheads. Our experiments show
that MUST can accurately approximate the best performance link
settings under various channel dynamics in enterprise environment.
Even after including all out-of-band probing and interface switching
related overheads, it stays within 10% of the optimum and achieves
25-60% throughput gain over state-of-the-art solutions. While proac-
tively switching to WiFi can occasionally incur performance loss
(less than 6% on average), MUST improves the switching latency by
almost 2 orders of magnitude.

2 BACKGROUND
2.1 IEEE 802.11ad and 802.11ac
60 GHz: IEEE 802.11ad [24] devices operate on the 60 GHz unlicensed
spectrum, which uses 2.16 GHz of channel bandwidth per link, with
peak PHY rate upto 7 Gbps (the commodity IEEE 802.11ad devices
in our experiments support upto 4.62 Gbps). IEEE 802.11ad devices
can overcome the high channel propagation loss of 60 GHz signal,
by using multi-antenna phased-array to steer RF energy towards
narrow spatial direction (i.e., beamforming). Specifically, they use
analog amplitude and phase shifters that are configured according
to a predefined codebook of beamforming coefficients, with each
codebook entry generating a sector (or beam). Due to the small form
factor of 60 GHz RF components and antennas, large phased-arrays
can be integrated into mobile devices.

IEEE 802.11ad supports a beamforming training (BFT) process to
discover the highest signal strength Tx and Rx beams between a
pair of devices. BFT comprises of a mandatory Sector Level Sweep
(SLS) phase, and an optional Beam Refinement Phase (BRP), which
hierarchically evaluate the Tx and Rx beam combinations, to identify
the best one [24, 53].
WiFi: IEEE 802.11ac [25] devices operate on the 5 GHz band, with
up to 160 MHz of channel bandwidth. Although the highest 802.11ac
PHY rate is 6.9 Gbps, the rates which are used by typical off-the-
shelf WiFi devices are up to 866.7 Mbps. This is because mobile user
devices do not support more than 2-stream MIMO due to energy
and antenna size constraints. Moreover, 160 MHz channels are often
disabled by AP vendors in enterprise and campus settings due to
mutual interferences with legacy 802.11a/n devices.

2.2 Fast Session Transfer
To enable seamless transition to IEEE 802.11ac interface on the same
device, IEEE 802.11ad supports an optional Fast Session Transfer
(FST) feature [24]. Specifically, IEEE 802.11ad specifies the MAC-
level control and coordination procedures between the AP and user,
which allows traffic to migrate in between the WiFi and 60 GHz
interfaces, transparent to higher layer protocols.

3 MEASUREMENTS ON OFF-THE-SHELF
HARDWARE

In this section, we conduct experiments with off-the-shelf hardware
to understand how 60 GHz compares with WiFi in various indoor
settings. While few of the measurement observations are broadly
expected, our goal here is to assess the benefits and limitations of
incorporating 60 GHz in typical enterprise settings. The findings of
this section form the basis of our arguments behind WiFi-assisted 60
GHz wireless networks.

3.1 Experimental Platform and Methodology
Platform. We conduct all our experiments using commodity APs
and end-user devices (Figure 1(𝑏)) that integrate both 60 GHz and
WiFi radios on the same device. The 60 GHz radio at AP consists
of a baseband chipset that supports 2.16 GHz channel bandwidth
and up to 16-QAM modulation level, with 4.62 Gbps peak PHY
rate. In addition, a separate RFIC controls an integrated 32-element
phased-array antenna (arranged in a 4×8 matrix), that can generate
directional beams in three-dimensional space. The spatial direction
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Figure 1: (𝑎) Experimental floorplan. Square boxes represent
static users’ position. (𝑏) Experimental platform.

of the beams depends on the phased-array antenna configurations,
and have been optimized by the vendor to minimize the overlap,
and hence to maximize spatial coverage. Several example transmit
beam directions in our platform are shown in Figure 5(𝑎), where
each dot represents the strongest direction of the beam. The azimuth
and elevation angles of the beams can span within {-87.5∘, 90∘} and
{-45∘, 45∘} respectively2. Phased-array beamforming training and
rate adaptation algorithms are implemented at the firmware of the
baseband chipset, which sends the control signals to the RFIC, to
steer the beam directions.

Our AP platform’s WiFi interface supports 3 antennas, upto 80
MHz bandwidth and MU-MIMO technology. Its peak PHY rate is
866.7 Mbps. Both the 60 GHz and WiFi radios are connected to a
general-purpose System-on-Chip (a.k.a. host) via PCIe bus, which
uses a dual-core 1.7 GHz CPU with a 512 MB DDR3 memory, and
runs OpenWrt [4]. The host system implements legacy functionalities
including processing and forwarding packets from backhaul Ether-
net to the radios. An off-the-shelf platform with similar hardware-
software architecture is available here [30]. At the user side, we use
Dell laptops [17] and Intrinsyc tablets [27] that also integrate the 60
GHz and WiFi chipsets on the same device. User devices have the
same 60 GHz radio as the AP, but their WiFi interfaces only have 2
antennas.
Methodology. For our experiments, we modified the kernel and
firmware of our AP, to periodically collect fine-grained statistics such
as throughput, PHY rate, beam directions, for each connected user
device. Using our testbed, we conduct experiments in an enterprise
and a campus building.

3.2 Performance in Multiple Settings
We start our measurement study by comparing 60 GHz and WiFi
throughput in the building floor shown in Figure 1(𝑎). For our ex-
periments, we generate saturated TCP traffic from an AP to a user,
in controlled settings, without external channel interferences, or
perturbations in the physical environment.
Static settings. We place the AP at two different heights from the
floor (2.6 ft table and 9 ft tripod), and a user at 25 different spots
(represented by rectangles) in Figure 1(𝑎). Figure 2(𝑎) shows the
distribution of the 60 GHz and WiFi throughput difference (Thr60 −
ThrWiFi) for the two AP placements. While 60 GHz can achieve up
to 1.7 Gbps higher throughput than today’s state-of-the-art WiFi,
it is typically better in LOS settings. Overall, 60 GHz outperforms

2Note that, range of the elevation angle is typically smaller due to restricted vertical
movement of the user devices.

WiFi in more settings when the AP is placed higher, because more
non-blocking links can be established. When an obstacle blocks the
LOS, WiFi can achieve up to 405 Mbps higher throughput (Figure
2(𝑎)). In most of the settings where WiFi performs better, 60 GHz link
achieves almost zero throughput, or it gets disconnected. Figure 2(𝑐)
further shows that in open LOS, 60 GHz can achieve more than
1.5 Gbps throughput even beyond 10 m from the AP (typical AP
separation distance in today’s enterprise). However, obstacle blockage
may disconnect 60 GHz links, and even beam searching and steering
may not be able to establish any connection in Non-Line-Of-Sight
(NLOS). WiFi on the other hand provides more stable and robust
connection in NLOS.
Spatial and temporal dynamics. 60 GHz channel is more dynamic
than WiFi in both space and time, because of its higher wireless
frequency [45]. The dynamic performance of 60 GHz channel in
various static and pedestrian mobility settings is shown in the boxplot
throughput distribution of Figure 2(𝑏) within the experimental area
in Figure 1(𝑎). While 60 GHz throughput can reach upto 2.2 Gbps
in the aforementioned settings, more than 25% of the links show no
connection. WiFi links never disconnect and the throughput ranges
from 80 to 480 Mbps.
Summary. 60 GHz communication shows high potential to achieve
multi-Gbps speed with today’s off-the-shelf IEEE 802.11ad hardware,
which can outperform state-of-the-art WiFi by more than 1 Gbps
in LOS. However, WiFi is robust under blockage. Thus, 60 GHz and
WiFi can be complimentary to each other in a typical indoor setting.

3.3 Convergence to the Best-Speed Setting
The 60 GHz poor performance instances shown by our experiments
are not only attributed to channel dynamics (e.g., blockage), but
also to the slow convergence to the best-throughput beam and rate
settings [53, 64]. We conduct controlled experiments to quantify such
overhead. Specifically, a static LOS user device is placed 50 cm away
from the AP, and a human body intentionally blocks in between.
We monitor the SNR change of the current transmit beam at every
1 ms interval and measure the time elapsed between removing the
blockage and returning to the best beam and rate (that is used before
blockage occurrence). Figure 2(𝑑) shows the distribution of 60 GHz
link recovery time for 50 blockage scenarios. We observe very high
convergence times, varying from 10 ms to 910 ms, with a median of
295 ms.

The reason behind such long convergence time is that, existing
design lacks effective mechanisms to determine when to trigger
beam searching, which is left as an open option in IEEE 802.11ad. For
example, our platform collects the Packet-Error-Rate (PER) statistics
over multiple probe packets to evaluate the reliability of a beam [40].
It will trigger a beam search only if the beam’s “reliability” drops
below a threshold, which leads to poor responsiveness. Although
recent research proposals hold potential for fast convergence, they
either assume quasi-stationary 60 GHz links [54] or require constant
customized probing [32, 47]. After triggering the beam searching
process, beam scan for small-sized phased-array (32 elements) is a
fast operation. Our AP’s IEEE 802.11ad radio can perform SLS and
BRP scans in 1.25 ms. However, for larger phased-array platforms
(e.g. 1000-elements), the IEEE 802.11ad SLS and BRP procedure can
still be on the order of seconds [53, 64].
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Figure 2: (𝑎) Throughput difference between 60 GHz and WiFi links for two AP heights across 25 static locations. (𝑏) Spatial and
temporal dynamics. (𝑐) 60 GHz and WiFi throughput in open LOS and NLOS. (𝑑) Distribution of 60 GHz static link recovery time
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Summary: Probing-based 60 GHz beam and rate adaptation algo-
rithms result in long convergence time in dynamic settings, even
for a small-sized phased-array. A probe-less fast link adaptation
approach is desired to utilize the 60 GHz channel capacity, under
channel dynamics.

3.4 Joint 60 GHz and WiFi Operation
3.4.1 Enabling Single vs. Multiple Interfaces
Our experimental results corroborate the use of both 60 GHz and
WiFi to achieve high-speed and robust connectivity. Indeed, exist-
ing schemes [29, 38, 41–43] have already considered simultaneously
leveraging all the network interfaces (e.g. LTE and WiFi) to boost
performance. We seek to understand if such approaches can work in
our 60 GHz and WiFi settings. We conduct controlled experiments
in static, open LOS, where the AP generates TCP traffic to one user
device in two scenarios: (1) AP and user communicate only through
60 GHz, and (2) AP enables parallel transmissions over both 60 GHz
and WiFi. In the latter scenario, our AP uses the open source Linux
bonding driver [16] to bond 60 GHz and WiFi, and expose a single
virtual IP/MAC address towards the network stack. We modified
the bonding driver to push packets in parallel at both interfaces. Fig-
ure 3(𝑎) shows the average (min/max) throughput for both scenarios,
and for various 60 GHz link performance settings, as indicated by
the 60 GHz PHY rates3. To our surprise, we observe that the TCP
throughput drops by up to 5× when both interfaces are used in
parallel! While the 60 GHz interface alone can achieve more than
2.5 Gbps, parallel 60 GHz & WiFi transmissions barely achieve 500
Mbps.
Root cause. The above experimental result is surprising to say the
least. The root cause turned out to be hidden inside the TCP’s con-
gestion control. Specifically, due to highly heterogeneous speed links,
we observe almost 50% of the TCP packets to arrive at the receiver
out-of-order. Out-of-order packets result in duplicate ACKs and trig-
ger the Fast Retransmit at the TCP sender [14], which results in
unnecessary retransmissions. Further, limited receiver buffer space
causes incomplete TCP packets that arrived early from the faster 60
GHz interface, to be frequently dropped due to buffer overflow. Both
issues cause the sender to reduce the TCP congestion window (cwnd).
Figure 3(𝑏) shows the evolution of cwnd over time during a 1 GB
downlink TCP transfer, for both single and parallel transmissions4.
When both interfaces are used, the cwnd is severely affected and

3Rates 1251 and 2502 Mbps are hardware-disabled in our platform.
4Our AP implements TCP CUBIC [26], default option for Linux.
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always remains smaller than 250 packets. However, under the same
setup when packets are sent solely through 60 GHz, the cwnd quickly
converges to approximately 2900 packets and consumes almost 4×
less time to finish the transfer.
Does MPTCP help? At first blush, it may seem that the problem can
be solved by enabling flow control over both paths using multipath
TCP (MPTCP) [18]. Unfortunately, independent studies [21, 43] have
shown that MPTCP performs poorly over heterogeneous paths, even
for stable Gbps data-center links. This is because out-of-order TCP
packets and limited receiver buffer size similarly affect MPTCP’s
performance. Our experiments also verify that using the 60 GHz
interface alone achieves 7% to 45% higher throughput compared
to MPTCP over 60 GHz and WiFi. The authors in [43] proposed
extensive modifications to MPTCP for heterogeneous-speed paths,
by opportunistically retransmitting TCP sequences over the highest-
speed path, or by reducing congestion window over slow paths.
However, both approaches waste network resources. Allocating larger
buffer size at the receiver may reduce buffer overflow, but it does not
prevent out-of-order packet reception. Besides, large receiver buffer
size severely affects TCP’s response to real-time mobile applications
such as VR video streaming.
Summary: Simultaneously transmitting through the 60 GHz and
WiFi interfaces can severely affect TCP performance. Therefore, we
opt to select one interface at a time, to accommodate individual user’s
traffic and switch to the best interface without breaking the existing
connection. We next evaluate the cost associated with such interface
switching.

3.4.2 Interface Switching Overheads
IEEE 802.11ad FST overheads. Our platform implements the IEEE
802.11ad FST feature (Section 2.2, [24]), to allow for IEEE 802.11-
compliant interface switching. The latency related to FST control
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packet and coordination handshake overhead at the radio is typically
less than 2 ms. The implemented FST manager is a user level daemon,
which runs on top of the kernel’s bonding driver and triggers inter-
face switching upon 60 GHz link disconnection. Our measurements
show that the time elapsed between FST trigger and completion is
on median 180 ms in our platform. This high latency is specific to
the off-the-shelf platform and mainly attributed to the overheads
of initiating a new session, various OS and firmware level message
exchanges and under-optimized software implementation.
Impact of overheads on TCP. Unfortunately, such interface switch-
ing cost can severely degrade TCP performance. We experimentally
evaluate the impact, by modifying our kernel’s bonding driver to
artificially add controlled delays, when switching between inter-
faces. Figure 3(𝑐) shows how TCP’s end-to-end latency is affected
by various interface switching latencies. While the increase of the
TCP’s end-to-end latency after introducing 5 ms switching latency
is almost negligible, we observe that TCP performs poorly when
the switching latency goes beyond 10 ms. For example, a 100 ms
switching latency can exacerbate end-to-end latency by more than
500 ms. This is because all the TCP packets are dropped during inter-
face switching, resulting in packet retransmissions and congestion
window shrinkage.
Limitations of reactive FST. Besides minimizing interface switch-
ing costs, an important design decision is when to trigger FST. The
off-the-shelf platform takes a reactive approach and switches to WiFi,
only after 60 GHz link gets disconnected based on a link timeout. For
example, Figure 4 shows the switching procedure of our platform’s
FST, in a scenario where 60 GHz link breaks, before the 9.5th second.
It takes approximately 2.26 seconds for the FST to switch to WiFi.
Specifically, the 60 GHz firmware and RF front-end needs 2.08 sec-
onds to decide the link disconnection, and send the disconnection
event to the FST daemon. Upon disconnection, the switching cost
is approximately 180 ms. Our experiments in 200 mobile scenarios
show that, our platform’s FST switching latency from 60 GHz to
WiFi takes 1.2 to 11.7 seconds (c.f. Figure 3(𝑑)). The median latency
is 3.5 seconds, which is prohibitive for delay-sensitive applications.
While an aggressive timeout may improve the switching latency, it
will still suffer from high oscillation between interfaces. Besides, in a
reactive approach, such timeout needs to be at least greater than the
total time for 60 GHz link convergence.
Summary: High switching latencies (≥ 10 ms) and reactive FST-
trigger approaches can severely limit the adoption of 60 GHz in
today’s enterprise settings. A proactive switching algorithm that
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can achieve sub-10 ms latency in switching is required for seamless,
high-throughput connection.

4 MUST DESIGN
MUST is an 802.11-compliant system that provides seamless, high-
speed connectivity in dynamic indoor wireless networks. To over-
come the limitations of existing designs,MUST sets 3 design goals. (1)
Fast 60 GHz link adaptation: MUST seeks to instantaneously identify
the best link setting at 60 GHz (beam and PHY rate) with zero probing
overhead, thus evading the high link convergence time. (2) Seamless,
low-latency interface switching: MUST aims to proactively migrate
flows to WiFi, when 60 GHz link establishment is not feasible due to
blockage, ensuring robust connectivity. It targets for seamless, sub-10
ms interface switching latency, to prevent disruptions of latency-
sensitive applications. (3) Standard compatibility: Commodity 60
GHz and WiFi devices provide limited access/control of low-layers,
and the protocol/hardware design represents a compromise between
cost and performance.MUST thus needs to be lightweight and respect
the standard constraints.

In the next sections, we describe MUST link adaptation (Section
4.2.1) and seamless interface switching algorithms (Section 4.2.2). We
first start with a primer on 60 GHz phased-array beamforming on
off-the-shelf platforms.

4.1 A Primer on Phased-Array Beamforming
A phased-array consists of a set of quasi-omni planar antenna el-
ements arranged in a geometrical pattern (linear or rectangular).
Different sets of antenna configuration weights are applied to the
elements to form directional beam patterns. For example, consider
a 1-D linear array of 𝑁 antenna elements (with uniform separation



of 𝑑 between them) that can generate 𝐾 beam patterns. The pattern
of the 𝑘th beam is characterized by its array-factor (gain at azimuth
direction 𝜑) [56] and can be expressed as:

𝐺𝑘(𝜑) =
∑︀𝑁

𝑛=1c(n,k) · e
(j2𝜋ndcos𝜑/𝜆) (1)

where 𝜆 is the wavelength of the wireless signal and c(n,k) denotes
the configuration weight (discrete phase and amplitude) applied to
the 𝑛th element to generate 𝑘th beam. The weights are designed to
boost the signal strength towards a desired azimuth direction through
phase-construction, while canceling signals towards unintended di-
rections [56]. Note that, each of the beam pattern 𝐺𝑘(𝜑) is known
and fixed once the phased-array antenna and weights are designed.

Since our 60 GHz AP platform supports a 2-D phased array
(4×8 matrix), it allows directional beam generation towards var-
ious azimuth (𝜑) and elevation (𝜃) directions, each with gain pattern
𝐺𝑘(𝜑, 𝜃). For example, Figure 5(𝑎) shows the strongest directions
(i.e. main lobe) for a few beams in our AP. Each dot in the figure
represents the desired direction of the beams (obtained from ven-
dor’s datasheet), where azimuth 0∘ and elevation 0∘ represent the
orthogonal direction to the phased-array antenna’s plane. Different
from common perception, the beams generated via discrete antenna
configurations cannot achieve perfect cone shapes. To keep the 60
GHz hardware design simple and cost-effective [47, 56, 61], practical
phased arrays only employ limited phase granularity control on each
element5, which limits their ability to appropriately cancel signals
towards unintended directions. To understand this issue, we followed
the procedure in [34] and used an off-the-shelf 60 GHz signal strength
sniffer (Vubiq PEM-003 with 3∘ horn antenna [36]) to measure the
beam radiation pattern. We connect the AP to a 3 m away user in
open LOS and place the sniffer 1.5 m from the AP. We further modi-
fied the 60 GHz kernel driver in the AP to use only transmit beam
index 1 for communication. Then, we rotate the AP along azimuth
and elevation plane at 3∘ interval. Along each interval, we generate
saturated TCP traffic and measured strength of emitted signal from
AP. Figure 5(𝑏) shows measured 3D beam pattern for the beam index
1. Although the main lobe points to desired 20∘ azimuth and 45∘

elevation, there are multiple side-lobes that emit strong spurious
signals to several unintended directions.
Phased-array and 60 GHz channel interaction. 60 GHz wireless
channel is known to be sparse, consisting of a single dominating LOS
path, and very few weak reflection paths between the transmitter and
receiver [9, 44, 46, 51, 54, 60]. The former is often orders of magnitude
stronger [47, 54, 64].

The phased-array beam pattern (e.g. Figure 5(𝑏)) simply acts as
a directional amplifier of the 60 GHz channel. When a peak lobe of
the beam 𝐺𝑘(𝜑, 𝜃) aligns with the dominating path, the strongest
channel can be created. So, the best beam 𝑘* is the one that amplifies
the channel either through its main lobe or side lobes, i.e.,

𝑘* = argmax
𝑘∈{1...𝐾}

∑︀
𝜑,𝜃𝐺𝑘(𝜑, 𝜃) ·𝐷(𝜑, 𝜃) (2)

5Phased-array on our AP allows 2-bit phase control per elements that can generate 4
possible phase values i.e. {0∘ , 90∘ , 180∘ , 270∘}.

where𝐷(𝜑, 𝜃) denotes the complex channel gain along azimuth 𝜑
and elevation 𝜃, w.r.t. AP’s phased-array. Whenever the dominating
path between AP and user changes either due to mobility or blockage,
they need to find the new best beam 𝑘*.

4.2 Predictable 60 GHz Performance
4.2.1 Tracking the Best Beam
Unlike existing millimeter-wave channel estimation approaches [6,
47, 54], the key goal ofMUST is to track the dominating path between
the 60 GHz transmitter and receiver, without requiring any additional
60 GHz probing, or any modifications to the off-the-shelf hardware.
MUST predictability stems from the observation that other paths,
when present, are order of magnitude weaker than the dominating
path [47, 54, 64]. Thus, by simply tracking the change in the domi-
nating path, MUST can predict the best beam direction and strength
with reasonable accuracy. MUST further employs an error tracking
mechanism for the prediction and LOS path blockage detection in
order to maintain robust connection.

To understand how the prediction works, suppose the peak domi-
nating path lies at azimuth 𝜑 and elevation 𝜃. The channel gain at
(𝜑, 𝜃) is 𝐷(𝜑, 𝜃). Then, consider that the device’s motion causes the
dominating path to shift by (∆𝜑,∆𝜃) w.r.t. AP. As long as we can re-
liably estimate the shifts, we can predict the best beam by convolving
the known beam patterns𝐺𝑘(𝜑, 𝜃) with the new shifted dominating
path. Formally, denote 𝐷′(𝜑+∆𝜑, 𝜃 +∆𝜃) as the channel gain of
the new dominating path, then MUST can find the best beam as:

𝑘* = argmax
𝑘∈{1...𝐾}

∑︀
𝜑,𝜃𝐺𝑘(𝜑, 𝜃) ·𝐷′(𝜑+∆𝜑, 𝜃 +∆𝜃) (3)

But how to identify the shifted 60 GHz channel 𝐷′(𝜑 + ∆𝜑, 𝜃 +
∆𝜃), given that we can only measure the channel response of the
current beam in use? One possible solution is to use the out-of-
band channel information from the WiFi antennas co-located in
the same AP, as proposed in BBS [35]. At a high level, BBS uses
WiFi CSI to estimate the absolute (𝜑, 𝜃), which corresponds to the
angle with the dominating path. Then, it selects the best beam whose
main lobe is geometrically closest to (𝜑, 𝜃). But BBS assumes a one-
to-one mapping between the angular channel profile of the WiFi
and 60 GHz channels, which works fine when 60 GHz devices use
mechanical horn antennas [35]. However, this assumption does not
hold in practical 60 GHz systems that use phased-array antennas.
This is because, the 60 GHz beam direction closest to the dominating
path does not necessarily yield the strongest channel. For example,
the signal strength map in Figure 6(𝑎) (top) computed by MUSIC
[49] from WiFi CSI samples collected in our 3-antenna AP shows the
dominating path at azimuth -64∘ and elevation 2∘. However, the best
60 GHz beam lies at azimuth -87∘ and elevation -11∘, as shown in
Figure 6(𝑐) (bottom), where each dot represents the main direction of
the 60 GHz beam and color is its signal strength. This is because the
dominating path of 60 GHz channel may not completely align with
any of the available beams’ main lobes, but may align with arbitrary
side-lobes (Figure 5(𝑏)), which creates the best beam spatially away
from dominating direction. Also, searching for the best beam within
a cluster of angular positions specified by WiFi’s angular profile may
not yield the best beam either.



MUST adopts a different principle: it tries to identify the angular
shift of the 60 GHz dominating path from the successive time-domain
spatial snapshots of the WiFi channel, and then find the 60 GHz best
beam using Eq. (3). Following the foregoing example, Figure 6(𝑏)
shows the WiFi signal strength map when the device’s azimuth shifts
by 30∘ w.r.t. AP. Then, the successive analysis of the WiFi spatial
snapshots (Figures 6(𝑎) and 6(𝑏)) can be used to potentially estimate
the shift of 30∘ in the azimuth direction. Specifically, if𝑊1 denotes
the WiFi angular profile at time 𝑡1 and 𝑊2 at time 𝑡2, then the
device’s angular shift (equivalent to the shift of dominating path) is:

{∆𝜑,∆𝜃} = argmin
Δ𝜑,Δ𝜃

|𝑊1(𝜑, 𝜃)−𝑊2(𝜑+∆𝜑, 𝜃 +∆𝜃)|2

i.e., the angular shift can be derived from the translation of the second
angular profile 𝑊2 that best matches the first one 𝑊1. In order to
avoid abrupt error from measurement of WiFi spatial channel, MUST
applies a time-domain linear filter on the estimated azimuth shift
(with 𝛼 = 0.3), i.e.,

∆𝜑(𝑡+ 1) = 𝛼 ·∆𝜑(𝑡) + (1− 𝛼) ·∆𝜑(𝑡+ 1)

A same filter is applied on the estimated elevation shift as well.
Note that, the shift of the dominating direction is not enough to
find the best beam, since the strength of the dominating direction
may also have changed. MUST applies a “reverse engineering” model
on the current beam’s measured gain, to detect such gain change.
Specifically, if |ℎ𝑘| is the measured gain of the current beam 𝑘, and
|ℎ𝑚

𝑘 | is the modeled response with the shifted dominating path, then
MUST finds the new gain of the dominating path:

𝐷′*(𝜑+∆𝜑, 𝜃 +∆𝜃) = argmin
𝐷′

||ℎ𝑘| − |ℎ𝑚
𝑘 ||2

|ℎ𝑚
𝑘 | = |

∑︀
𝜑,𝜃𝐺𝑘(𝜑, 𝜃) ·𝐷′(𝜑+∆𝜑, 𝜃 +∆𝜃)|

(4)

Said differently, with the shifted dominating direction,MUST searches
through the possible gain change in the direction by modeling the
current beam’s gain and matching with the measured gain. Finally,
after estimating 𝐷′*(𝜑+∆𝜑, 𝜃 +∆𝜃) it applies Eq. (3) to identify
the best beam and the SNR.
Dealing with multiple dominating paths. Our design builds upon
the fundamental principle of 60 GHz channel sparsity [9, 46, 51, 54,
57] and assumes one dominating LOS path, while the side paths
have order of magnitude lower signal strength. The same assumption
has been adopted and validated by existing beam searching algo-
rithm [47]. Occasionally, in open LOS, there could be additional 1 or
2 paths from strong reflectors near to the device (e.g. side concrete
wall). Since, MUST uses an approximate single path model to find
the best beam, it may result in inaccurate prediction. Thus, MUST
introduces an error tracking mechanism in its prediction. Specifically,
it tracks the difference between the current beam’s gain ℎ𝑘 with the
predicted gain ℎ𝑚

𝑘 as: 𝜖 = ||ℎ𝑘| − |ℎ𝑚
𝑘 ||2 (from Eq. (4)). When our

prediction error exceeds a threshold (𝜖 > 𝐸𝑡) – e.g. in the presence of
multiple dominant paths – then MUST will trigger an IEEE 802.11ad
scan to recover the best beam. We empirically set the threshold 𝐸𝑡 to
1.5 dB, which is the average SNR separation between two PHY rate
options [24]. Our model has limitation to find the best beam, when
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60 GHz LOS path is blocked. Typically, in such cases, 60 GHz per-
formance drops by multiple Gbps, with rampant link disconnections.
MUST devises a proactive blockage adaptation scheme to address this
challenge, as we discuss next.
4.2.2 Proactive LOS Blockage Adaptation
When LOS blockage occurs at 60 GHz, multiple reflection paths may
exist, but even the beam with the strongest channel does not guar-
antee that the 60 GHz link can sustain the connection (c.f. Section
3, [54, 64]). Thus, MUST isolates the NLOS case and handles it sepa-
rately. It applies a probabilistic blockage model to identify a hint of
LOS blockage, and switches to WiFi without wasting time, scanning
for alternative 60 GHz beams.
LOS blockage reaction. The above design choice is based on our
measurement observation that, during LOS blockage, even if 60 GHz
link may intermittently offer higher PHY rate than WiFi, it is highly
unstable and can have rampant disconnections with zero throughput
lasting several hundred ms. Such instability is more harmful to higher
layer protocols than a mediocre or even congested but stable WiFi
link.

To understand this issue in detail, we set up a controlled experi-
ment, where the AP sends saturated TCP traffic to a user over 60 GHz.
Then, we emulate occasional 60 GHz link disconnections by dropping
packets for a controlled time-duration at the radio. Figure 7(𝑎) shows
the effective bandwidth utilization (i.e. ratio of the achieved through-
put over the max throughput) of TCP, under such disconnections.
For occasional 100 ms disconnections, TCP’s bandwidth utilization
is hardly 10%, when 60 GHz rate varies from 385 Mbps (minimum
PHY rate at 60 GHz) to 0 Mbps. The utilization further drops below
2%, when the rate shows a large drop from 1155 Mbps to 0 Mbps.
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Such poor performance in NLOS is attributed to TCP’s congestion
window adaptation (Figure 7(𝑏)), which does not get enough time to
explore the available bandwidth when the link becomes open. For
example, Figure 7(𝑏) shows that to utilize the 385 Mbps open link, the
congestion window need to converge to approximately 2900 packets.
However, link gets fully disconnected by the time it reaches hardly
800 packets. We next show how to proactively detect such blockage
and switch to WiFi, to achieve a smooth real-time response at the
upper layer.
LOS blockage detection. MUST LOS blockage detection scheme is
based on the findings in [10, 53], which show that the same obstacles
and NLOS reflectors have a distinct effect on signal strength change
of 60 GHz and WiFi because of the frequency difference. This is also
resonated in our measurements, presented in Figure 8. When the LOS
is open, the signal strength difference distribution (shown in Figure
8(𝑎)) between 60 GHz best beam and WiFi best path closely matches
the hardware power budget difference of 27 dB that includes transmit
power, beamforming gain and noise power difference between 60
GHz and WiFi interface. However, when the LOS is blocked, the
difference shows higher variations (Figure 8(𝑏)). This is because: (1)
The same obstacle attenuates the signal strength of 60 GHz and WiFi
differently, and (2) The same NLOS reflector causes distinct reflection
loss on 60 GHz and WiFi signal, due to the disparate wavelengths
and penetration/scattering properties [10].

MUST can identify LOS blockage by comparing the SNR between
the 60 GHz beam and the best WiFi path. Once strong blockage
occurs, the SNR difference diverges significantly from the hardware
link budget difference, creating a signature for such blockage effect.
Algorithm 1 formalizes the detection procedure. Specifically, MUST
tracks the difference of the SNR of 60 GHz best beam and WiFi best
path for a small interval ∆𝑡. To calculate the best path strength at
WiFi, MUST selects the CSI of the WiFi antenna that is physically
closest to the 60 GHz phased-array antenna, and uses the strongest
tap strength of its power-delay profile. Ideally, in open LOS this dif-
ference should follow the fixed hardware link budget difference with
a high probability. MUST thus tracks this difference and declares LOS
blockage when the difference rises beyond a threshold 𝜎 (empirically
set to 3 dB). To prevent false blockage detection, MUST further moni-
tors the 60 GHz PHY rate, where an average rate below minimum
PHY rate is an additional blockage hint.
Addressing false switching. MUST blockage detection scheme may
falsely trigger interface switching. For example, Algorithm 1 may

Algorithm 1 LOS Blockage Detection

1: Parameters: 𝛼 = 385 Mbps; Δ𝑡 = 5 ms; 𝜇 = 27 dB; 𝜎 = 3 dB;
2: [] —— During each interval Δ𝑡 I do:
3: Best beam SNR 𝐵𝑘 ← MUST prediction;
4: Best path SNR 𝑃𝑘 of WiFi← max IFFT(𝐶𝑆𝐼𝑊𝑖𝐹𝑖);
5: C← C ∪ |𝜇− |𝐵𝑘 − 𝑃𝑘||;
6: Measure average PHY rate ̂︀𝑅;
7: [] —— At the end of interval I do:
8: if ̂︀𝑅 < 𝛼 and mean(C) > 𝜎 then Switch to WiFi;
9: else C← Φ; Continue from 2;
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Figure 9:MUST prediction flow.

falsely switch a user to WiFi, when the 60 GHz dominant LOS path
is blocked, while reflection paths from strong reflectors allows 60
GHz to outperform WiFi. Further, such false positive may also occur
when multipath at WiFi cancel each other and the difference between
60 GHz beam and WiFi best path becomes significantly lower than
the hardware link budget. However, MUST can rapidly recover from
false positives, by intermittently performing IEEE 802.11ad beam
scan while serving the user at WiFi. When IEEE 802.11ad scans
indicate high 60 GHz performance, MUST will switch user to 60 GHz.
Furthermore, we will later show that average performance loss due
to the false switching is very low (less than 6% on average) mainly
due to the fact 60 GHz is worse than WiFi most of the time, when
the LOS is blocked.

4.3 Practical Interface Switching
Leveraging its prediction model, MUST allows the 60 GHz link to
instantaneously converge to the best beam and rate setting and
proactively switch to the WiFi interface before the link suffers from
catastrophic degradation. Figure 9 summarizes the entire prediction
flow forMUST. At run-time,MUST starts with existing IEEE 802.11ad
beam scan to identify the single dominating LOS path and use the
best beam for communication with the user device. When the perfor-
mance of the current beam in use changes (e.g. as indicated by SNR
change of the beam), MUST triggers to collect the out-of-band WiFi
channel information. It sends probe packets to the user from the WiFi
interface and measures the channel response of the received ACK.
Since a probe packet is small (less than 50 bytes), the average time
to probe and collect WiFi CSI from ACK is typically 1∼2 ms. Then,
MUST uses its prediction model to identify the best beam direction
and strength. Further, it employs the error tracking mechanism to
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recover from inaccurate prediction. In parallel, MUST employs Algo-
rithm 1 to detect LOS blockage at 60 GHz and switch to WiFi. While
operating at WiFi, MUST relies on existing IEEE 802.11ad beam-
searching to switch traffic flows to the 60 GHz interface. Current
MUST design is focused on AP-side adaptation, since the enterprise
networks are mainly downlink (AP to user) dominated. Further, en-
terprise 60 GHz user devices use quasi-omni broad beams for data
reception to reduce sensitivity. However, a similar adaptation can
also be applied from the user side to adapt its own beam direction.
Optimizing FST. The actual flow migration between the 60 GHz
and WiFi interface is realized by adopting and optimizing the IEEE
802.11ad FST feature (c.f. Section 2.2), which can avoid breaking
the existing connections. Our platform implements IEEE 802.11ad
FST over Linux’s bonding driver [16], to expose a single virtual
IP/MAC address towards the network stack. While the entire FST
protocol to switch from 60 GHz to WiFi (including coordination
and handshake) can finish within 1.5-2 ms, our measurements show
that the platform requires approximately 180 ms (c.f. Section 3.4.2)
for such operation. This is for two reasons: (1) On disconnection
from 60 GHz RF front-end, current under-optimized firmware-kernel
implementation still takes additional median 120 ms for message
exchanges, hardware and software queuing delays and trigger FST
daemon; (2) On trigger and completion of FST protocol, the daemon
takes additional 60 ms to complete the virtual MAC switch at the
Linux bonding driver, and reroute the packets to WiFi interface.
This latency further degrades TCP’s end-to-end latency (Section
3.4.2). We optimize the FST daemon and bonding driver to overcome
this latency. Specifically, we generate software interrupt to the FST
daemon, when Algorithm 1 detects the signature of blockage without
waiting for RF disconnection from 60 GHz firmware. We further
modified the bonding driver and use WiFi as backup slave instead of
rehauling the virtual MAC of the active slave (i.e. 60 GHz). We will
evaluate the effectiveness of our optimized FST with MUST proactive
switch in Section 6.1.3. Note that, both the 60 GHz and WiFi radios
employ their own power adaptation and sleep scheduling to reduce
total power consumptions. An aggressive power adaptation from the
user device may affect the completion time of IEEE 802.11ad FST
control and coordination handshake procedure, though we found
little variation throughout our experiments. We leave the detailed
study of the power adaptation on MUST system design as our future
work.

5 IMPLEMENTATION
We implement MUST on the commodity 60 GHz and WiFi AP with-
out any modification to the end-user devices. Our implementation

spreads across our AP’s kernel and firmware, as shown in Figure 10.
MUST software architecture is built on top of the existing open source
OpenWrt [4] design, while the hardware architecture of our platform
including the 60 GHz RF front-end (Section 3.1) is similar to all exist-
ing off-the-shelf tri-band platforms (e.g. [30]). Thus, ourMUST design
and implementation can be directly extended to any off-the-shelf
tri-band platforms. The most important modifications are as follows:
(1) We added suitable hooks to both kernel and firmware sides to
read periodic stats from both 60 GHz and WiFi radios, and extract
them in DDR buffer. The stats feed our MUST prediction module. We
further launch adaptation commands to commit the selected beam
and rate, to the 60 GHz firmware and hardware. (2) We modified
our AP’s existing FST daemon to handle the software interrupt from
Algorithm 1, and appropriately modified the Linux’s bonding driver
to incorporate the practical interface switching. Note that, our plat-
form does not allow us to trigger IEEE 802.11ad scans efficiently in
real-time, which is required by our prediction algorithm. Hence, we
compute the best beam and rate offline and then use the selected set-
ting for our evaluation. We further replayed the PHY layer traces and
prediction results in our platform to evaluate the switching algorithm,
optimized FST and bonding driver implementation in real-time.
CPU core affinity:MUST runs on a multi-radio, multi-core CPU sys-
tem architecture. Each wireless interface triggers interrupt request
(IRQ) to notify the CPU, when a packet need to be served. The packets
are copied in the kernel and user buffer for further processing. IRQ
and packet processing affinity to CPU cores are critical to achieve
optimal system’s performance. MUST implements CPU core affinity
based on the principle of minimizing communication required among
cores, while keeping the cache hit ratio high for IRQ and packet pro-
cessing modules’ code and data [28]. Thus, MUST serves 60 GHz and
WiFi packets at different cores, while assigning both IRQ and packet
processing modules of an interface in the same core. We illustrate the
importance of such “balanced” core affinity, by comparing it with an
allocation where both 60 GHz and WiFi packet queues are processed
by the same core and all IRQs are handled by another core. In our
experiment, we generate saturated TCP traffic from an AP to a user
at 60 GHz, while WiFi remains idle. Figure 11(𝑎) shows the through-
put (averaged over 500 ms intervals) distribution for “balanced” and
“unbalanced” core affinity, where median throughput improvement
is 47.3% under the former. Further, “balanced” distribution allows
for more efficient CPU utilization and IRQs servicing. Figure 11(𝑏)
shows the CPU utilization and the IRQs serviced at 60 GHz, where
“balanced” distribution improves utilization by average 12.8% and
IRQ servicing by 54.8%.
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6 EVALUATION
In this section, we evaluate MUST in various settings using testbed
experiments and large-scale trace-driven emulation. We compare
MUST with our platform’s beam and rate selection algorithm (named
as “802.11ad"), and with BBS [35]. We also compare MUST prediction
with an “Oracle” solution which instantaneously converges to the
best setting.

6.1 Micro-benchmarks
We first evaluate MUST along three key performance metrics: (1)
How accurately MUST can predict the best quality beam? (2) How
much performance improvement MUST can bring to 60 GHz link?
(3) How accurately MUST can detect blockage and how fast it can
switch from 60 GHz to WiFi?

6.1.1 Prediction Accuracy
Identifying best beam. We first evaluate how accurately MUST
can zero in on the best quality beam, defined as the one which
maximizes receiver’s SNR. For our experiments, we mounted our
AP on a 9 ft high tripod in the same enterprise setting, and placed
a user device within 10×10 m2 area (Figure 1). Then, we compare
MUST’s beam prediction with Oracle, in multiple static, LOS and
NLOS scenarios. We find the Oracle (optimal) beam, by scanning
every transmit beam for each static point, and pick the one with
highest receiver’s SNR. Figure 12(𝑎) shows that MUST can predict
the best beam with 71.2% accuracy compared to Oracle. The root
causes for inaccurate prediction are twofold. First, MUST may not
always precisely track the 60 GHz dominant path, and may end up
converging to suboptimal beams. We investigate how such tracking
errors affect prediction accuracy, by artificially introducing errors (i.e.
shift in azimuth and elevation direction) in the measured dominating
direction which varies from 5∘ to 20∘. Figure 12(𝑎) shows even an
error of 10∘ can drop the overall prediction accuracy by over 30%.
This is because the dominating direction itself typically spans over a
small angular spread of <10∘ [60]. Second, MUST approximates the
entire 60 GHz channel using a single dominating direction. Even an
accurate dominant direction tracking (0∘ error) that models single
path, can at best achieve 91% accuracy. However,MUST error tracking
and blockage detection mechanisms can recover such inaccurate
predictions.
Beam quality prediction.We further evaluate how accuratelyMUST
can predict user’s SNR compared to Oracle, for the LOS and NLOS
settings described above. Figure 12(𝑏) shows that in LOS, MUST
average prediction error lies within 0.78 dB. Since, 60 GHz PHY rate

options are on average separated by 1.5 dB signal strength, this er-
ror has a negligible effect on achievable throughput performance
of MUST, as we will show later. We further compare BBS [35] un-
der the same setup. Since, BBS can not directly predict the signal
strength, we calibrate the WiFi peak direction signal strength with
the hardware link budget difference between 60 GHz and WiFi. BBS’s
prediction error is significantly higher and exceeds 5 dB on average
for both LOS and NLOS settings, resulting in erroneous rate selection.
In NLOS, the error from MUST prediction can be higher (average
2.84 dB), however, in most NLOS cases it will trigger IEEE 802.11ad
scans to recover from such errors.

6.1.2 Throughput Gain from Prediction
We next evaluate the throughput gains of MUST over 802.11ad and
BBS achieved from selecting best beam and rate. Since BBS does not
specify any rate adaptation algorithm, we use our platform’s default
one. To perform a fair comparison, we assume that BBS will switch to
WiFi when 60 GHz PHY rate drops below minimum PHY rate. Figure
12(𝑐) shows that MUST achieves on average 25% and 60% gains over
BBS and 802.11ad in LOS, while it remains close to 10% to Oracle.
In working NLOS cases (where 60 GHz is still the best interface),
MUST performs similar to BBS and 802.11ad, and achieves within
20% from the Oracle. This is because in such scenarios, the existence
of multiple dominating paths may lead to inaccurate beam and rate
prediction, and thus MUST will frequently fallback to 802.11ad. In
all NLOS, including where 60 GHz links are blocked, all algorithms
will eventually switch to WiFi. MUST can almost instantaneously
switch to WiFi achieving 34% and 39% throughput gains over BBS
and 802.11ad, respectively. Note that, original BBS as described in
[35] does not have such interface switching capability, and thus in
practice it will achieve zero throughput, when 60 GHz links break.

6.1.3 Blockage Detection and Fast Switching
We now evaluate efficacy ofMUST to detect LOS blockage (Algorithm
1) and switch to WiFi.
Accuracy and false detection. We conduct a simple experiment
with TCP traffic from an AP to a user device. The user moves along
a fixed trajectory for 15 seconds within the 10×10 m2 area. The
trajectory consists of approximately 1/3 blockage and 2/3 open LOS
to the AP. Since, finding the optimal performing interface in mobile
scenario is difficult, we emulate the mobility by statically positioning
the user device along the fixed trajectory and measure the maximum
throughput achieved from both 60 GHz and WiFi interfaces. Then we
run Algorithm 1 to decide the best performing interface. We define
accurate decision as the cases in which MUST chose the highest
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Figure 15: TCP end-to-end latency withMUST.

throughput interface. Figure 13(𝑎) shows that in 92.3% of the cases,
MUST can accurately detect the best performing interface. Although,
the heuristic nature of Algorithm 1 can result in average 7.7% false
detections, the average throughput loss is below 6% compared to
Oracle. This is because, in NLOS, 60 GHz performs worse than WiFi
most of the times. Specifically, we observe that in less than 10% of the
NLOS (out of more than 200 NLOS locations), 60 GHz outperforms
WiFi as shown in Figure 13(𝑏). MUST never falsely switches to WiFi
in open LOS, since it monitors the 60 GHz PHY rate, which remains
well above 385 Mbps in LOS (c.f. Algorithm 1).
Switching latency improvement. Blockage detection triggers op-
timized FST of MUST. We next evaluate the switching latency of
our fast switching (described in Section 4.3) in multiple blockage
scenarios. Figure 13(𝑐) shows that switching latency is bounded by
7.5 ms in 75%-ile of the cases with standard deviation of 1.46 ms. The
latency deviation is attributed to our platform’s OS and firmware
related idiosyncrasies6. We believe this latency can be further mini-
mized with tighter control over 60 GHz firmware which is currently
unavailable in the platform. MUST achieves almost 2 orders of mag-
nitude improvement from off-the-shelf 802.11ad solution that has an
average 4.17 s switching latency.
TCP performance under fast switch. The proactive, low-latency
FST of MUST design brings benefit to the higher layer applications.
We measure TCP’s end-to-end latency for MUST, 802.11ad and BBS.
End-to-end latency is measured as RTT/2 for the single hop con-
nection. Figure 15 shows that MUST proactive interface switching
(without the FST software optimization) reduces the 802.11ad solu-
tion’s average TCP end-to-end latency from 4.35 s to 232 ms. The

6Proactive switch without the software optimization still suffers from high latency
(median 180 ms) due to the off-the-shelf platforms’ poor driver implementation (c.f.
dotted line in Figure 13(𝑐)).
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software optimization brings additional benefit to MUST, and further
drops the average end-to-end latency to 34 ms. The additional benefit
is further reflected in TCP’s congestion window adaptation. Specif-
ically, Figure 16(𝑎) shows that, the additional latency introduced
by the non-optimized switch, will increase TCP dropped packets,
and will affect the TCP congestion window and slow start threshold.
While under an optimized switch (Figure 16(𝑏)), congestion win-
dow can quickly start to converge within 300 ms, non-optimized
implementation introduces larger delay (> 1.5 s).

6.2 Field Trials
Our experiments so far have been focused on single AP-user settings.
We next evaluate MUST in more realistic field trials conducted in an
enterprise (Figure 1) and campus buildings, where various sources
of dynamics including environment mobility and WiFi interferences
coexist in a complex manner.
TCP throughput. Figure 14(𝑎) compares MUST, BBS and 802.11ad
in settings where an AP generates saturated downlink TCP traffic
to a varying number (one to three) of static and mobile users with
pedestrian walking speed (xU/yM implies y mobile out of the total x
users). Our results show thatMUST throughput gains increase during
users’ mobility. When all the users are mobile (1U/1M, 2U/2M &
3U/3M), MUST achieves on average 45% and 48% throughput gains
over BBS and 802.11ad, respectively. However, for static LOS users,
BBS and 802.11ad can converge to the best beam and rate setting,
reducing MUST gains.

We further elaborate on MUST gains under mobility, by moni-
toring a user’s TCP throughput in a 15 s mobile trace, presented
in Figure 14(𝑏). Initially, all the algorithms operate on 60 GHz and
achieve more than 1.6 Gbps average throughput. Between 6th and 6.5th

second, 60 GHz link breaks. While MUST instantaneously switches
to WiFi, BBS and 802.11ad require roughly 3.5 s to switch interface,
achieving zero throughput during the switch.
UDP gains.We further compareMUST with BBS and 802.11ad in our
field-trial settings with saturated UDP traffic. In order to effectively
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Algorithm
Comparison

Gain (%)
Median Max Min

vs. 802.11ad 49.3 58.0 43.8
vs. BBS-like 45.6 57.7 28.3

Table 1: MUST UDP gains in the field-trial settings.

use the Gbps 60 GHz link speed, we configure the UDP settings at
both AP and user side to support jumbo frames and larger transport
layer socket buffer following [33]. MUST achieves 49.3% and 45.6%
median UDP throughput gain over the 802.11ad and BBS respectively
(Table 1). Similar to TCP,MUST achieves highest gain during mobility
due to faster link adaptation and WiFi switching.
Trace-driven emulation. We finally resort to trace-driven emula-
tion to evaluate larger topologies with up to 10 users. We consider
mobile users or moving obstacles in users’ physical environment.
Figure 14(𝑐) shows thatMUST achieves on average 42% and 55% TCP
throughput gains over BBS and 802.11ad across all the settings. More-
over, we observe that in such dynamic environments, the number of
users connected to the AP does not considerably affect MUST gains.

7 RELATED WORK
Millimeter-wave measurements and modeling. Properties of the
millimeter-wave wireless channel, including the effects of envi-
ronmental reflection and human blockage have been well studied
through measurements or statistical models [9, 10, 15, 22]. It has
been observed that the millimeter-wave channel is sparse, i.e., there
exist only a few paths between the transmitter and receiver. Such
sparsity results in fragile 60 GHz links, during blockage and mobil-
ity [51, 53, 54, 64]. However, it creates a unique opportunity for a
predictive model of link performance, as shown in MUST.
Cross-band channel prediction. Recent works [50, 55] harnessed
wireless channel correlation across frequency bands to predict chan-
nel quality. For example, CSpy [50] built a machine learning model
that implicitly captures such correlation to infer best quality alter-
native WiFi channel without probing. R2-F2 [55] enables LTE base
stations to infer the downlink channel by observing the uplink chan-
nels from the same user. BBS [35] leveraged the WiFi channel to
narrow down 60 GHz beam search space, which works fine for sys-
tems using mechanical horn antennas. MUST on the other hand can
instantaneously predict the best beam and PHY rate settings for
practical 60 GHz systems employing phased-array beamforming.
60 GHz link adaptation. Many millimeter-wave systems [6, 47, 54]
explored ways of estimating 60 GHz beam quality, with minimum
measurement overhead. BeamSpy [54] models the 60 GHz channel

using a discrete set of signal paths and can instantaneously predict
the best alternative beam under blockage. But it is applicable only for
quasi-stationary links. AgileLink [6] hashes the beam directions, and
quickly identifies the best path by tracking how the energy changes
across different hash functions. However, it requires fine-grained
phase control over the antenna elements, whereas standard off-the-
shelf 60 GHz devices (including our platform) only support 2-4 bit
phase control [47]. Compressive sensing based approaches have also
been proposed for tracking the 60 GHz paths [32, 47, 62], but they
require customized beaconing signals, and the high computational
latency may neutralize the saving of beam searching overhead.
Multi-radio collaboration. Existing work on multi-radio collabora-
tion at lower frequency bands has been focused on: traffic manage-
ment among interfaces (e.g., data offloading across LTE andWiFi) [11,
13, 29, 31, 41], mobility management [42], energy efficiency [7, 37–
39], and routing in multi-band mesh networks [8, 19, 52]. Different
from these efforts, MUST is the first one to explore the principles of
coordination between two completely disparate technologies: 60 GHz
and WiFi. The huge bit-rate gaps, signal coverage patterns and dis-
tinct sensitivities to blockage and mobility together render traditional
solutions (e.g., MPTCP, probe-and-adapt) ineffective.

8 CONCLUSION
In this paper, we explore the possibility of leveraging the existing
WiFi technology to design high-performance, robust 60 GHz wire-
less networks. To this end, we design and implement MUST using
standard, off-the-shelf hardware that provides seamless, high-speed
connectivity in highly dynamic 60 GHz indoor environments. MUST
introduces a WiFi-assisted 60 GHz link adaptation module that can
instantaneously predict the best 60 GHz beam and PHY rate setting. It
further designs a proactive switching algorithm to achieve sub-10 ms
switch to WiFi, allowing latency-sensitive traffic to run seamlessly
over existing network stack. Our experimental results confirm high
gain of MUST over state-of-the-art solutions. We consider MUST to
be a key building block of 60 GHz WLANs, and an important com-
ponent of next-generation 5G networks, which will consist of dense
picocellular millimeter-wave deployments, alongside WiFi/LTE.
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