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ABSTRACT
Millimeter-wave (mmWave) technologies represent a cornerstone
for emerging wireless network infrastructure, and for RF sensing
systems in security, health, and automotive domains. Through a
MIMO array of phased arrays with hundreds of antenna elements,
mmWave can boost wireless bit-rates to 100+ Gbps, and potentially
achieve near-vision sensing resolution. However, the lack of an
experimental platform has been impeding research in this field. This
paper fills the gap withM3 (M-Cube), the first mmWave massive
MIMO software radio.M3 features a fully reconfigurable array of
phased arrays, with up to 8 RF chains and 256 antenna elements.
Despite the orders of magnitude larger antenna arrays, its cost
is orders of magnitude lower, even when compared with state-of-
the-art single RF chain mmWave software radios. The key design
principle behind M3 is to hijack a low-cost commodity 802.11ad
radio, separate the control path and data path inside, regenerate the
phased array control signals, and recreate the data signals using a
programmable baseband. Extensive experiments have demonstrated
the effectiveness of theM3 design, and its usefulness for research
in mmWave massive MIMO communication and sensing.

CCS CONCEPTS
•Networks→ Programming interfaces; •Hardware→Wire-
less devices; Signal processing systems.

KEYWORDS
60 GHz, Millimeter-wave, MIMO, Software radio, Testbed, Experi-
mental platform

ACM Reference Format:
Renjie Zhao, Timothy Woodford, Teng Wei, Kun Qian, and Xinyu Zhang.
2020. M-Cube: A Millimeter-Wave Massive MIMO Software Radio. In The
26th Annual International Conference on Mobile Computing and Networking
(MobiCom ’20), September 21–25, 2020, London, United Kingdom. ACM, New
York, NY, USA, 14 pages. https://doi.org/10.1145/3372224.3380892

∗Teng Wei contributed to this work when he was a visiting student in UC San Diego.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
MobiCom ’20, September 21–25, 2020, London, United Kingdom
© 2020 Association for Computing Machinery.
ACM ISBN 978-1-4503-7085-1/20/09. . . $15.00
https://doi.org/10.1145/3372224.3380892

1 INTRODUCTION
Millimeter-wave (mmWave) networking technologies are widely
recognized as the most promising solution to confront the mobile
data explosion. However, commercially viable use cases, e.g., 60 GHz
802.11ad and 70 GHz backhaul, have been limited to short-range,
static, point-to-point settings. The fundamental reason lies in the
use of highly directional beams as the communication medium,
which can be easily disturbed by obstacle blockage and device
movement. These challenges become most severe when a large
phased array is used, with a massive number of antenna elements
(and hence a large number of directional beams to manage).

In addition, mmWave devices can serve as RF sensors to achieve
high spatial resolution, owing to their intrinsically shorter wave-
length, wider bandwidth, and larger antenna aperture [32]. Besides
conventional use cases such as vehicular radar ranging and se-
curity/medical imaging, mmWave sensing is becoming available
on pervasive mobile devices. For example, the 5G NR standard
has incorporated mmWave location sensing [59]. Meanwhile, the
emerging 802.11ay standard also introduces a WLAN radar mode
which repurposes the mmWave radio as a MIMO radar [1].

To fully explore the challenges and opportunities in mmWave
technologies, it is critical to have a programmable experimental
platform with the following capabilities: (i) Equipped with low-cost
and large-scale phased arrays which allow real-time beam switch-
ing, to accommodate high mobility vehicular networking/sensing
scenarios; (ii) Supporting the mmWave MIMO architectures to be
used in 5G NR and 802.11ay radios [22, 37]; (iii) Allowing reconfig-
uration of beam patterns, communication/sensing algorithms and
network stack. Existing mmWave experimental platforms are either
too costly (around $200K per link [33, 39]), or lack a reconfigurable
phased array antenna with reasonable size [39, 48, 65]. Moreover,
such devices are often bulky and can barely support mobile exper-
iments. None of the existing platforms include support for both
multiple RF chains and reconfigurable phased arrays, which are
critical for research into mmWave MIMO.

In this paper, we describe the design and implementation of
M3, the first mmWave massive MIMO experimental platform to
meet the aforementioned requirements.M3 is a low-cost software-
defined radio/radar comprised of up to 256 antenna elements and
up to 8 RF chains. The key research thrust in M3 is to repurpose
a commodity 802.11ad phased array as a programmable phased
array, and to interface it with an existing baseband processing unit
(BPU), such as an FPGA with data converters, or a low-frequency
software radio. M3’s software radio/radar design cuts the per-node
cost significantly, e.g., down to $3.8K for a narrowband (56 MHz)
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Figure 1: Architecture of an 802.11ad mmWave radio.

2 RF-chain 72-antenna mmWave MIMO, and below $15K for a
wideband (4 GHz) 4 RF-chain 128-antenna version.

The key observation behind theM3 design is that many modern
mmWave radios [9, 42] adopt a split-IF (intermediate frequency)
architecture as shown in Fig. 1. The baseband-to-IF and IF-to-RF-
plus-antenna modules, henceforth referred to as baseband module
(BM) and phased array module (PM), are realized in two separate
chips, connected through a single coaxial cable that carries both data
and control signals. By reverse engineering the control channel, and
regenerating the control signals using an external FPGA, we gain
full access to the phased array, including reconfiguring its codebook
entries (beam patterns), triggering beam scanning, selecting and
switching between the beam patterns in real-time, and tuning the
individual antenna element gain. For the data channel, we replace
the original 802.11ad BM with a customized BPU, along with a
bridge board that interfaces the BPU and the PM. The bridge board
is designed such that it can take as input/output either baseband I/Q
signals or modulated RF signals below 4 GHz. With this board, the
low-cost commodity phased array can be attached to any existing
BPU, such as a USRP, WARP, or customized FPGAs.

To extend this architecture to a mmWave MIMO setup, we found
that recently emerged multi-phased-array 802.11ad radios [3, 30]
provide the same data channel to multiple carrier-synchronized
phased arrays, and can switch on one or more of them simultane-
ously. By interfacing each phased array to a separate bridge board
and separate ADC/DAC channel on the BPU, we can construct a hy-
brid beamforming architecture with up to 8 RF chains, each attached
to a 6×6 phased array. Furthermore, by clock-sharing between the
transmitter and receiver path, we can convert an M3 node into
a software-defined mmWave MIMO radar with a massive number
of phased array elements. In addition, the phased arrays can be
rearranged into a ring or cube layout, to expand the field-of-view
to the entire 3D space.

We have conducted comprehensive measurement and testing to
validate the feasibility and effectiveness of theM3 design. Our key
findings include: (i) Reconfigurability. After a one-time calibration,
the multiple phased arrays onM3 can be reconfigured separately
to generate desired beam widths and directions. M3 enables real-
time mmWave MIMO communication, channel measurement, and
radar sensing. (ii) Control path performance. M3 can control the
beam switching in real-time with a latency of 412 ns, which is
commensurate with commodity 802.11ad radios. (iii) Data path
performance. The bridge board design inM3 does not degrade the
phase noise and signal to noise ratio (SNR) level. Depending on the
sampling frequency of the BPU, it can achieve an end-to-end SNR
of 19 dB.

To spectrum analyzer

From baseband module

To phased array module

Baseband 
module

Phased array 
module

Iperf client Iperf server

Figure 2: Measurement setup to anatomize a commodity
split-IF 802.11ad radio.

Furthermore, we conducted two case studies to demonstrate the
application of M3 in exploring mmWave MIMO networking and
sensing systems. (i) Context-aware mmWave MIMO hybrid beam-
forming. We implement a mmWave MIMO OFDM framework to
characterize the single-user MIMO and multi-user MIMO perfor-
mance in indoor/outdoor environments. Our experiments reveal
the need for multipath context-aware MIMO mode adaptation. (ii)
mmWave MIMO radar with uniform and non-uniform array layout.
We implement a multi-phased-array radar with non-uniform array
layout, and demonstrate its higher angular resolution in comparison
with single array or uniform arrays.

The key contributions ofM3 can be summarized as follows: (i)
Designing the data path to bridge programmable baseband proces-
sors with low-cost commodity phased array modules. (ii) Designing
the control path to reconfigure and control the phased array with
sub-µs latency. (iii) Restructuring the commodity 802.11ad radio
into a massive MIMO mmWave radio/radar. (iv) Experimental veri-
fication of theM3 architecture and performance, along with new
measurement insights for mmWave MIMO radio/radar systems. To
our knowledge,M3 represents the first-of-its-kind programmable
mmWave MIMO platform. We will follow the WARP project model
[54] to make M3 available to the wireless research community,
through open-source hardware and paid fabrication/assembly ser-
vices. The code, documentation and further information will be
released through the project website, http://m3.ucsd.edu/sdr/.

2 ANATOMY OF COMMODITY 802.11AD
MMWAVE RADIO

This section presents our reverse engineering work on a commodity
802.11ad radio, which serves as the basis of theM3 design.

Mainstream 802.11ad network interface cards (NICs) [9, 38, 58]
all follow a modular split-IF architecture as illustrated in Fig. 1.
The NIC comprises two modules connected via a coaxial cable: a
baseband module (BM), which converts between baseband signals
and IF signals; and a phased array module (PM), comprised of the
phased array antenna and RF front-end (converting between the IF
signals and 60 GHz RF signals). Unlike low-frequency radios, the
antenna and RF chain are integrated on the same module rather
than connected via a cable because routing mmWave signals across
even a few millimeters leads to high losses [42].

To tap into the PM,we use a spectrum analyzer (Keysight E4448A)
tomonitor the coaxial interface on a commodity 802.11ad radio from
Airfide Inc. [3], which realizes the split-IF architecture through a
dual-chip solution—AQualcommQCA6335 baseband, andQCA6310
RF front-end integrated with one or more 6×6 phased arrays. As

http://m3.ucsd.edu/sdr/
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Figure 3: Spectrum content of the coaxial cable between the
basebandmodule and phased-array front-end on a commod-
ity 802.11ad radio.
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Figure 4: Schematic of the Tx RF chain on the commodity
802.11ad radio (Rx chain is similar).

shown in Fig. 2, we use a 3-port splitter (Pomona #72969), SMA
adapters and cables to enable the spectrum analyzer to “eavesdrop”
on the coaxial cable between the BM and PM. The radio transmits
data continuously through iPerf, while the normal 802.11ad proto-
cols are in operation (e.g., beam scanning). The spectrum content
(Fig. 3) shows that the coaxial cable carries 4 types of signals: a
DC power supply, an IF reference clock at around 7.5 GHz, con-
trol signals around 118 MHz, and IF data signals around 15 GHz.
The spectrum composition shares similar principles with a recent
split-IF 802.11ad chipset design from Broadcom [9], although with
different frequency planning and phased array structure. Based
on our measurement and insights from [9], the schematic of the
Qualcomm 802.11ad NIC can be reconstructed as in Fig. 4. Below
we present an anatomy of the signals passing between the BM and
PM.

Control signal: This signal configures key parameters of the
PM, customizing the codebook, beam selection, RF gain, power
amplifier gain on individual antennas, probing the phased array
status, etc. The NIC is usually attached to a host PC through PCIe
M.2. Parameter configuration is initiated by issuing a wireless mod-
ule interface (WMI) command [44] from the host PC running the
wil6210 802.11ad driver [25]. The firmware on the BM receives the
command and forwards it to the PM. Both hardware modules have
a digital modem for control commands, which manages the modu-
lation/demodulation, error correction, etc.. The modulated control
signal resides on a low frequency (118 Msps symbol rate) to avoid
interference with the data channel. The control channel allows for
two modes of operation: (i) Register read-write mode, wherein the
BM can control/probe the status of the PM; (ii) Streaming mode,
wherein a customized codebook matrix can be loaded from the BM
to the PM. The PM maintains a simple state-machine that sets the
status of the digital modem.

IF data signal: As in typical superheterodyne radios, the com-
modity 802.11ad transmitter first converts the baseband I/Q signal
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Figure 5: Schematic of a single Tx RF chain on the M3

mmWave MIMO software-radio (Rx chain is similar).

to an IF analog I/Q signal, at IF carrier frequency 15 GHz (2× the
reference clock signal passing through the coaxial interface). There-
fore, we can send arbitrary signals through the PM, as long as they
are within the passband centered at 15 GHz. The PM integrates
IF-to-RF up/downconversion chains, IF amplifiers, power manage-
ment units, as well as the necessary building blocks for the phased
array itself (e.g., phase shifters and RF power amplifiers).

Reference clock: Mainstream mmWave chipsets [9, 13, 14] typ-
ically use a sliding IF architecture to achieve mmWave signal up-
conversion and channelization. In the Qualcomm 802.11ad radio,
the BM provides a reference clock around 7.5 GHz (switching be-
tween 7.29, 7.56, 7.83 and 8.10 GHz) to the PM, enabling it to switch
among the four 802.11ad channels (centered at carrier frequen-
cies 58.32, 60.48, 62.64 and 64.80 GHz). The reference clock signal
passes through the coaxial cable, and then a ×6 multiplier is used
to generate the local oscillator (LO) for the PM. For example, with
7.56 × 6 = 45.36 GHz LO and 7.56 × 2 = 15.12 GHz IF signal, the
output RF signal is 45.36 + 15.12 = 60.48 GHz.

3 OVERVIEW:M3 ARCHITECTURE
In order to transform the commodity 802.11ad radio into a software
radio, our basic idea is to reuse the baseband module as a clock/power
generator and boot loader, but regenerate the control signal using an
FPGA-based digital controller, and create a customized data chan-
nel by using a programmable BPU plus a baseband-to-IF converter
(referred to as a bridge board).

As a fundamental architectural level design choice, M3 sepa-
rates the data channel and control channel and makes both recon-
figurable. As illustrated in Fig. 5, the Tx bridge board reuses the
802.11ad BM’s 7.5 GHz clock signal as a clock source, and converts
it to 15 GHz IF. It then takes the BPU’s baseband I/Q signal or mod-
ulated low-frequency signal as input, and mixes it with the IF clock
signal to create data signal at 15 GHz IF. As for the control path,
we reverse engineer the control channel waveform, and regenerate
the control commands using a low-profile control FPGA. The bridge
board then combines all three signal paths–the 15 GHz IF data
signal, the 118 MHz control signal, and the 7.5 GHz clock and 3.3 V
DC power supply from the BM, and injects them into the PM. The
Rx path follows the same architecture with a reversed data path
direction.

This single RF-chain design can be easily extended to a multi-RF-
chain MIMOmmWave architecture as illustrated in Fig. 6. In MIMO
mode, the same 7.5 GHz clock source and power source is generated
by a single QCA6335 802.11ad BM and shared among multiple PMs,
ensuring carrier synchronization at RF frequencies. Each RF-chain
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Figure 6: Integrating multiple RF chains to form the MIMO
mmWave RF front-end.

has a separate control channel and data channel, generated by the
control FPGA and a multi-channel BPU, respectively. A similar ar-
chitecture can be used to build a software-defined mmWave MIMO
radar.

In terms of cost, we note that the commodity Airfide 802.11ad
radio (comprised of 8 phased arrays, 256 antenna elements in to-
tal) costs below $700 [3]. Four pairs of Tx and Rx bridge board
prototypes cost around $1.8K for the components, $650 for PCB fab-
rication and $1.3K for assembly (price drops significantly as volume
increases). So the necessary RF front-end building blocks to realize
4 × 4 mmWave MIMO (256 elements) only costs $4.5K in total. A
lower profile 2 × 2 MIMO and single RF chain cost $2.6K and $1.6K,
respectively. When counting the BPU cost, a narrow bandwidth
2×2 MIMO (e.g., using USRP B210, a 2-channel 56 MHz BPU at
$1.2K) costs only $3.8K. Even when counting the high-profile 4-
channel BPU USRP N310 ($10K, 125 MHz bandwidth) or 4-channel
Xilinx UltraScale+ RFSoC ($9K, 4 GHz bandwidth), the entire 4 × 4
mmWave MIMO software radio (with 256 Tx/Rx antenna elements)
costs below $15K. The cost is significantly lower even when com-
pared with the state-of-the-art single RF-chain platforms such as
X60 [39] ($170K, 12-element phased array), and OpenMili ($15K,
4-element phased array) [65, 66].

4 DATA PATH DESIGN
In this section, we describe the data path design in detail. Without
loss of generality, our description focuses on the Tx path. The Rx
path simply follows the reverse flow.

4.1 Bridge Board Design
As shown in Fig. 7, the bridge board comprises three paths. Path 1
connects the QCA6335 BM directly to the QCA6310 PM. Through
this path, the BM provides the 3.3 V DC power supply, and 7.5 GHz
reference clock for the carrier LO generation at the PM. The normal
control commands, such as loading a customized codebook, can
still be issued from a PC host, routed by the BM through this path,
and eventually executed by the PM.

Path 2 is the bridging path, which uses the 7.5 GHz reference
signal from the BM to generate the IF data signal. The reference
clock is generated from the on-chip PLL of QCA6335, optimized for
high stability and low phase noise. By avoiding regenerating the
clock, we can reduce the complexity and cost of the bridge board
substantially. To generate the IF data signal, the reference clock
signal first goes through a ×2 frequency multiplier to generate the
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Figure 7: High level schematic of the bridge board and off
board connection.

15 GHz IF clock, which is then mixed with baseband data signals
through a passive image rejection I/Q mixer HMC8191.

Before the mixer, a 6850-7850 MHz band pass filter (BPF) BFCN-
7331+ is chosen to reject the signals other than the reference clock.
However, BFCN-7331+ has a return loss of 0.13 dB @100 MHz
(around 97.3% power reflected) [31], which will cause strong reflec-
tions to the 118 MHz control signals, creating an interfering “multi-
path” effect. Therefore, a 2 dB 0-25 GHz attenuator HMC652LP2E
is placed before the BPF to weaken the reflected signal to prevent
it from corrupting the control commands.

We chose the passive I/Q mixer HMC8191, because it inter-
operates with a wide range of LOs (6 GHz to 26.5 GHz) and can
be used for direct I/Q modulation or image reject mixing, needed
by the homodyne and heterodyne interfaces to the BPU (Sec. 4.2).
The mixer requires a stable 14-20 dBm LO to achieve stable per-
formance, so we use an active ×2 frequency multiplier HMC814
which has flat ∼17 dBm output over 2-6 dBm input. Considering
the around -30 dBm reference clock input, 2 dB attenuation and
1.5 dB insertion loss of the BPF, two additional 20 dB amplifiers
PMA3-83LN+ are used to reach −30 − 2 − 1.5 + 20 + 20 = 6.5 dBm
power, which matches the input requirement of the ×2 multiplier.
Besides the 15 GHz signal, the output of the mixer also contains a
signal at the 7.5 GHz fundamental frequency, which acts as a noise
to the reference clock to the phased array module. We thus add a
13-19 GHz wideband high pass filter (HPF) XHF-143M+ at the out-
put of this path to filter out this noise. This is a reflectionless filter
with around 26 dB return loss at 100 MHz (0.2% power reflection).
The reflection of HPF is much lower than BFCN-7331+ and will not
destroy the control signal.

Path 3 routes control commands from the control FPGA to
the PM. Although the BM can send control commands through
path 1, path 3 is still necessary for real-time control, as detailed in
Sec. 5. In current version of the bridge board, path 1 and path 3 are
implemented with off-board coaxial components to preserve the
flexibility of signal strength balancing. These components will be
integrated to a PCB in a future version, making the bridge board
even more compact.

In the prototype version, we utilize off-board connectors formore
convenient debugging and circuit performance evaluation (Fig. 7).
Path 1 and 3 pass through the off board connection and the splitters
are using Tee connectors which has low isolation. Although a power
splitter with higher isolation would solve the reflected signal issue
introduced in path 2, the available ultra wideband splitter covering
all the signals locating from DC up to 15+ GHz would introduce
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additional insertion loss. Then the reference clock and baseband
command power would be too low for the RF module to receive
them.

The Rx bridge board shares most of its components with the
reverse signal path, except that two 5-18 GHz 13 dB amplifiers (AVA-
183A+) are added between the HPF and mixer to ensure proper
input power to the BPU.

4.2 Bridging Path Architecture
The single bridge board design mentioned above can fit into two
different architectures along path 2: homodyne and heterodyne,
interfacing with BPUs that generate dual-channel I/Q signals and
single-channel low IF signals, respectively.

4.2.1 Homodyne Architecture. In the homodyne architecture (Fig. 8(a)),
the baseband I/Q signals are directly upconverted to IF with a quad-
rature LO, which is generated by the mixer using the 15 GHz refer-
ence. This architecture is widely used by modern sub-6 GHz radios
because it is simple, has lower cost and no image problem.

We chose the HMC8191 mixer with DC to 5 GHz IF bandwidth,
to ensure interoperability with the wideband I/Q input from DAC
centered at DC. The upconverted double side band signal centered
at 15 GHz will also be able to pass through the HPF. Note that the
filter chosen here is for a wideband use case. An additional low
pass filter will be needed at baseband to filter out the harmonics
caused by the discrete signal generated by DAC.

We implement this homodyne architecture using two different
BPUs built by combining an ADC/DAC module with an FPGA. (i)
The FMC150 BPU uses a Virtex-6 LX240T FPGA with an FMC150
ADC/DAC board supporting a 40 Msps I/Q sampling rate. We de-
veloped the FPGA bitstream to be compatible with the WARP v3
[28] PC host driver. (ii) The FMCDAQ2 BPU uses a Xilinx KCU105
development board with an FMCDAQ2 1 Gsps ADC/DAC a Kintex
Ultrascale XCKU040 FPGA running the open-source FPGA bit-
stream developed in [65]. Detailed evaluation of M3 with these
BPUs is in Sec. 9. It is possible to achieve a sampling rate compati-
ble with 802.11ad or 802.11ay, e.g. using Xilinx Zynq UltraScale+
RFSoC [62] which has 8 4 Gsps ADCs and 8 6.5 Gsps DACs, but
this is beyond the scope of our current work.

4.2.2 Heterodyne Architecture. For the heterodyne architecture, a
low-frequency software-defined radio (SDR), e.g., USRP, first gener-
ates a carrier-modulated first-stage sub-6 GHz IF signal, then the
bridge board acts as a second stage IF mixer to upconvert the signal
into the desired 15 GHz IF data signal.

Unfortunately, we cannot directly interface the single-output
signal from the SDR with the dual-input quadrature mixer on the

TX IF band CFO RX
Desired Image

f Tf Rf f

CFO CFO

Figure 9: In the heterodyne architecture, upconversion at
the Tx bridge board produces two components in IF band.
Due to CFO, downconversion at the Rx board imperfectly
combines the two components, which severely reduces SNR.

bridge board as shown in Fig. 8(b) due to an image problem. As illus-
trated in Fig. 9, consider a Tx SDR generating a signalm(t)sin(2π f t),
with first stage IF f and baseband signalm(t). With Tx LO fT , the
signal at IF band is:

m(t)sin(2π f t)sin(2π fT t) =
m(t)

2
[cos(2π (fT − f )t) − cos(2π (fT + f )t)],

which has two components at frequency fT − f and fT + f called
desired signal and image signal, respectively. When f < 2 GHz,
the two components are both located in the passband of the filters
on bridge board and the phased array (i.e., 13 GHz∼17 GHz), so
both components will be transmitted through the phased array.
This image incurs two problems: (i) it will cause a waste on the
frequency band. (ii) it will introduce “self-interference” at the RX
side when carrier frequency offset (CFO) exists. More specifically,
at the Rx side, the signal is downconverted from IF using carrier
frequency fR to become:

m(t)

2
[cos(2π (fT − f )t) − cos(2π (fT + f )t)]sin(2π fRt) =

m(t)

4
[sin(2π (f + (fR − fT ))t) + sin(2π (f − (fR − fT ))t)].

Because there is no way to perfectly eliminate the CFO, the de-
sired and image signal components are separated by 2 × (fR − fT ).
Since the CFO value (fR − fT ) is typically tens of kHz, the two com-
ponents will be offset in frequency domain and thus interfere with
each other where they overlap. There is no simple post-processing
solution to separate them, so the final SNR will be extremely low.

InM3, we explore two methods to overcome this challenge on
the Tx side:

(i) Adding a 90◦ hybrid coupler between the bridge board and
the baseband SDR to leverage the image rejection function of the
HMC8191 mixer. The 90◦ hybrid coupler divides the single-channel
low-IF signal into two channels with a 90◦ phase offset, which are
then fed into IF1 and IF2 respectively as in Fig. 8(b). The output
signal from the bridge board becomes:

m(t)

2
sin(2π f t)sin(2π fT t) +

m(t)

2
cos(2π f t)cos(2π fT t) =

m(t)

2
cos(2π (fT − f )t).

which is the desired single side band signal.
(ii) Taking advantage of a built-in filter to reject the image signal.

By sweeping a wide frequency range using a high-frequency signal
generator, we found the QCA6310 PM contains a bandpass filter
with a passband of 12∼17 GHz. Therefore, if the LO frequency is
15.12 GHz, the image signals will be directly filtered if the BPU
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Figure 10: Image rejection of original, higher IF filtered (35
dB) and using 90◦ hybrid (25 dB).

output is above 17 − 15.12 = 1.88 GHz. This can be easily satisfied
on popular BPUs such as USRP and WARP (output up to 5.8 GHz).

To verify the effectiveness of these two methods, we connect
a Tx PM (15.12 GHz IF) to a bridge board, and then use a signal
generator to generate the low-IF in three setups: (i) 1 GHz single
tone to one port of the bridge board, (ii) 1 GHz single tone to two
ports of the bridge board through a 90◦ hybrid coupler (KRYTAR
3005040), (iii) 2.4 GHz single tone to one port of the bridge board.
Meanwhile, we connect an Rx PM like the “eavesdrop” setup in-
troduced in Sec. 2 , and plot the result in Fig. 10. Fig. 10(a) shows
the double side band received signal at 1 GHz. The image signal
has comparable strength with the desired signal. Fig. 10(b) shows
the effectiveness of two methods: adding a hybrid coupler leads to
around 25 dB image rejection, which is aligned with the HMC8191
performance specification [6]. Using a 2.4 GHz first-stage IF will
have around 35 dB image rejection, which will not impede normal
data transmissions since the end-to-end SNR is usually much lower.
We expect the performance can be further enhanced by combining
the two aforementioned methods.

Since adding an additional hybrid coupler or filter will introduce
more insertion loss, we need to consider this in the gain budget
calculation. For the TX bridge board, the circuit will introduce
mixer conversion loss (10 dB), BPF loss (2 dB), and splitting loss
(4 dB). To reach the same 15 GHz IF signal strength (~-26 dBm) from
the baseband module, the sub-6G IF signals should be larger than
(−26 + 4 + 2 + 10 + 1 = −9 dBm), which is easily generated by a
power-tunable SDR. Therefore, the gain budget is sufficient for the
design and this loss will not degrade the performance.

5 CONTROL PATH DESIGN
To control the phased array, we could reuse the original control
channel by issuing WMI commands from the PC host, as in recent
research [35, 45]. However, this approach has two fundamental
limitations when applied to M3: (i) High control latency. It takes
around 20 ms to switch from one beam to another using WMI
commands. As a result, sweeping 64 beams following a customized
order (needed by many beam management algorithms [23, 60])
will take more than 1.28 s, which will undoubtedly fail to handle
link dynamics. (ii) Lack of support for MIMO and radar mode. WMI
commands can only change all the phased array to the same specific
state at a time , even though the QCA6335-based NIC can drive 8
phased arrays. As a result, it is not possible to synchronize phased
arrays for MIMO operations, or set different phased arrays to Tx
and Rx mode for radar operations.

1110001011101 1010100000000000

preamble
00000000 00 1111

TX/RX sectorgain CRC16
0001011111011110

command

Figure 11: Manchester encoded tx mode control signal for
sector 0, gain 15.

5.1 Deciphering and Regenerating Control
Signals

To overcome these two barriers, we instead resort to regenerating
the control channel using a customized FPGA. To reproduce the
control signals, we first used a similar setup as in Fig. 2 to capture
the command data with an oscilloscope. First, we sent multipleWMI
commands through the 802.11ad NIC, changing the Tx/Rx mode,
sector index and gain index separately. By identifying the control
channel symbols changed for each WMI command, we located the
modulated symbols corresponding to each of these three parameters.
By comparing the symbols with the known sector indices used in
the WMI command, we found the control symbols are consistent
with Biphase-L line coding, also known as Manchester coding. The
analog waveform and corresponding decoded bits are shown in
Fig. 11.

We found that the control signal starts with several zeros acting
as a preamble. The actual command begins with a 16-bit command
ID, followed by 2 bits indicating whether to activate the Tx (01) or
Rx (10) mode, 7 bits for the sector index, and 4 bits for the gain index.
In total, there are 128 codebook entry indices and 16 available gain
steps (0 disables the RF output entirely, whereas 1 and 15 represent
the largest and smallest gain, respectively). The last 16 bits are a
cyclic redundancy check (CRC) following the CRC16-CCITT format.
The CRC does not count the zero bits in the preamble, so a control
signal with a shorter preamble can still be decoded by the phased
array module.

In order to regenerate the line coding signals, which operate
at a 236 MHz switching frequency (2× 118 MHz due to Biphase
modulation), we use the GPIO ports on a control FPGA (Digilent
CMOD A7). To match the desired control signal input power of the
PM, we need to attenuate the 3.3 V (or 14.5 dBm) GPIO output by
around 18 dB to -3.5 dBm. Furthermore, to circumvent the 3.3 V
DC power on the coaxial cable, we add a DC blocker to AC couple
the bridge board’s path 3 with the control FPGA.

5.2 Synchronizing the Control and Data
Channel

To synchronize the control FPGA’s output with the data samples
from the BPU, we leverage the automatic GPIO control functionality
built in the BPU, which are synchronized with the start of Tx/Rx
samples. We use the GPIO controlled by Automatic Tx/Rx (ATR)
on the USRP and trigger output on the WARP. Alternative BPUs
such as the FMCDAQ2 and FMC150 (Sec. 4.2) possess high-speed
GPIOs, and can even act as the control FPGA themselves.

Certain beam management protocols require rapidly testing a
sequence of beam control operations with precise timing and prede-
fined ordering of beams. For example, 802.11ad adopts a hierarchical
beam searching protocol, with wide beams to narrow down the
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search space, followed by fine tuning of narrow beams. To simplify
the implementation of such beam sweeping sequences, we design
a real-time beam sweeping controller, which is implemented in RTL
on the control FPGA, and allows the PC host of the BPU to inject
control commands into the PM at precisely designated timestamps.
This controller is split in two clock domains to handle the differ-
ent demands of the configuration functionality. The configuration
clock domain receives UART commands from the PC host which
define the sequence of configuration commands that the controller
will send (e.g., Tx/Rx mode, RF gain, beam index) and their timing.
When the external trigger from the BPU is activated, a state ma-
chine cycles through the command parameters specified via UART,
and selects the appropriate CRC value from a look-up table, to as-
semble the command data. When the state machine clock indicates
that a new command should be sent, a trigger signal is sent to the
output clock domain, which sends the command to the GPIO output
using Biphase-L encoding. The controller can be configured from
a Matlab interface that we developed. It allows us to script a wide
variety of beam sweeping configurations in software, without any
time-consuming changes to the FPGA code itself.

Control path latency. Several sources of hardware artifacts can
make it difficult to align the BPU-generated data samples with
the control signals. (i) Initial delay between the data samples and
the phased array control signals. (ii) Response time of the phased
array after receiving the control command, caused by the latency in
reconfiguring internal amplifiers and phase shifters. (iii) Clock drift
between the BPU and the control FPGA, which may accumulate
over a long time and eventually break the synchronization.

To measure these artifacts, we connect a Tx PM and Rx PM to
the same BPU (USRP N310). The Tx transmits a sine tone, while the
Rx switches between two beams. The initial delay then corresponds
to the sample index where the Rx signal envelop stabilizes, the
components are shown in Fig. 12. The response time is the transition
period between two beams where received signal level drops to zero.
We found the clock drift by comparing the actual transition times
to the expected times if the clocks were perfectly synchronized.

Table 1 summarizes the measurement results. We can compen-
sate for the initial delay by shifting the Tx samples in the time
domain as appropriate. However, since different beam configura-
tions require setting different numbers of phase shifters inside the
PM, initial delay and response times vary. These uncertainties in-
crease the effective maximum latency, since there is an additional
time period where beam switching may still be in progress. The
total maximum latency is then tlat = ∆tini + tr es + tdata

��ρC1,C2

��,

Table 1: Control Latency Measurements

Mean Std Dev Max
Intial Delay 1.61 µs 14.5 ns 1.62 µs

Array Response Time 87 ns 92 ns 192 ns
Clock Drift 7.7 ppm 0.05 ppm 7.8 ppm

where ∆tini is the range of the initial delay, tr es is the maximum
phased array reconfiguration time, and ρC1,C2 is the clock drift. For
beam sweeping across the maximum allowable number of beams
(64) of a single phased array in 802.11ad, we need a maximum of
only 412 ns to switch between two beams, even with a clock drift of
up to 200 ppm. Given that 802.11ad [23] defines the time between
beam sweep frames as 1 µs, our control timing is sufficiently precise
to enable standard-compatible beam sweeping operations. Further-
more, for applications requiring many rapid measurements, we
can continuously sweep 4,800 beams in one second using 802.11ad
frames. Our measurements show that the variance of the latency
metrics is negligible, so a fixed zero padding suffices and no addi-
tional calibration is needed whenM3 is replicated.

6 PHASED ARRAY CALIBRATION
Two types of 60 GHz phased array antennas have been integrated
with the Qualcomm QCA6310 RFIC to form a monolithic PM. The
first is NGFF595A-L-Ant, a rectangular non-uniform 32-element
array used in commodity 802.11ad access points and laptops [35,
45, 56]. The second is a 6×6 uniform planar array (UPA), used in
802.11ad outdoor backhaul radios or indoor access points [3, 30].
InM3, we use the 6×6 UPA, which can be more easily calibrated to
generate desired beam patterns.

The set of beam patterns is stored on the PM as a codebook
matrix which can be updated and reloaded using WMI commands.
Each row in the codebook defines a codebook entry, a vector of beam-
forming weights to be applied to the antenna elements to form a
specific beam. Each weight element comprises a 2-bit phase-shifter
(for 0, π2 ,π , and

3π
2 ), and a 1-bit amplitude weight (enabling/dis-

abling the antenna element). The codebook entry corresponding to
a specific beam width and direction can be computed through well
known theoretical models [8]. However, three hardware artifacts
must be calibrated as input to the model.

Mapping between antenna elements and codebook. To de-
termine the index mapping between antenna elements and beam-
forming weights, we send a test signal, shielding all but one antenna
element with metal foil. Meanwhile, we disable all but one ampli-
tude element in the codebook entry. The antenna that actually
outputs signals corresponds to the non-zero codebook element.
Fig. 13 shows the resulting element map for the 6×6 UPA. We found
that 4 antennas in the corners are unused during beamforming.

Calibrating antenna spacing. Ideally, the spacing of adjacent
antennas on a UPA is set to half of the wavelength to achieve a low
sidelobe beam pattern [32]. However, the relationship between the
antenna spacing and the wavelength will be different for different
carrier frequencies. Moreover, since the antenna spacing of a 60 GHz
antenna array is only several millimeters and the size of antenna
element cannot be neglected at this scale, it is not practical to
directly measure the antenna spacing.

Instead, to calibrate the exact spacing, we mount a Tx array on a
programmable motor, and vary its azimuth/elevation angle relative
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Figure 14: Beam patterns generated by a calibrated 6×6 UPA:
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to a static Rx. At each angle, we activate each antenna element of
the Tx in turn, and collect the channel response at the Rx. The Rx
is surrounded with absorbers to block all NLoS paths, so that the
theoretical channel responses of the antenna elements of the Tx can
be calculated according to the LoS direction between the Tx and Rx.
Then, we use a simple optimization method to identify the exact
antenna spacing. Specifically, for each possible spacing with certain
range (e.g., 0.3 to 0.7 wavelength), we use the theoretical model of
the UPA [8] to generate channel responses of the antenna elements
of the Tx for all LoS directions. Then, for each antenna element, the
magnitude of the correlation between its theoretical and measured
channel responses across all LoS directions is calculated. Finally,
we sum the absolute correlations of all antenna elements of the Tx,
and select the antenna spacing that yields the maximum sum. With
this approach, we found that the antenna spacing of the 6×6 UPA
is 0.58 wavelength at 60.48 GHz.

Calibrating phase offset between antenna elements. The
third hardware artifact lies in the the phase offsets between dif-
ferent antenna elements, possibly due to different length of their
transmission lines. To estimate the phase offset, we again use the
channel responses of antenna elements of the Tx generated accord-
ing to the theoretical model of the UPA [8], with the calibrated
antenna spacing. For each antenna, we calculate the average phase
difference between its theoretical channel responses and measured
channel reponses across all LoS directions and use it as the phase
offset of that antenna.

These three artifacts are mainly due to the hardware difference,
so the calibration procedure only needs to be done once per antenna
array. To show the effectiveness of the calibration, we create a set
of wide beams and narrow beams by activating two columns and all
columns of the 6×6 array, respectively. We use the Matlab phased
array toolbox to design the codebook entries, so that the beams
point to 60◦, 90◦ and 120◦ in the azimuth plane. We then load the
codebook into the PM and measure the beam pattern. The results
(Fig. 14) show that the main lobe of the beam patterns match the
desired directions. The horizontal half-power beam widths are ap-
proximately 20◦ and 45◦, which match the theoretical model of UPA
[21, Ch 2.1]. However, due to the discrete phase of beamforming
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Figure 15: (a) TX and RX bridge boards. (b) Rear view of the
4 RF-chains node. (c) Front view of fully assembledM3 node
with 8 6×6 phased arrays on the same plane.

weight and limited amplitude control, the sidelobe patterns differ
from the theoretical model. Narrower beams can be constructed
through an array of phased arrays (Sec. 7).

7 MIMO MMWAVE ARCHITECTURE
A MIMO node may be assembled by extending the aforementioned
single RF-chain version.

The QCA6335 BM has a single RF chain but 8 RF ports, which
receives the same power/clock but separate control signals from
the BM. InM3, we replicate the aforementioned control/data path
design, and use the QCA6335 RF ports to drive up to 8 phased arrays
to form an array of phased-arrays (APA). The layout of this APA can
be flexibly adjusted, by repositioning or reorienting the individual
arrays, e.g., to expand the field-of-view coverage.

Recall that in the split-IF architecture, the lower-frequency LO is
generated on the BM chip while the higher frequency LO is gener-
ated on the PM. In the multi-array QCA6310 front-end, the 8 PMs
generate their own high frequency LOs based on the same 7.5 GHz
reference clock. Therefore, all the 60 GHz PMs are naturally carrier
synchronized and phase coherent. To realize mmWave MIMO, M3

can simply add multiple RF chains. More specifically, by connect-
ing several bridge boards to the RF ports of the same QCA6335
BM, and attaching one PM to each bridge board, we can realize a
multi-RF-chain, multi-phased-array, mmWave MIMO RF front-end.

Fig. 15 illustrates anM3 mmWave MIMO node, with 4 RF chains
and 8 phased arrays (4 active). In our current M3 design, the Tx
and Rx RF chains employ separate PMs, so up to 4 Tx and 4 Rx RF
chains (4×4) can be supported. To realize 8×8 MIMO, it is possible
to share the same PM between the Tx and Rx path and use control
commands to switch between Tx/Rx mode.

8 SOFTWARE-DEFINED MMWAVE RADAR
DESIGN

Radar requires that both the Tx and Rx RF front-ends be activated
simultaneously, with carrier frequency and phase coherency. This
can be realized in M3, by forcing one phased array into Tx and
one into Rx mode. Coherency is guaranteed as long as the two are
driven by the same BM reference clock. By activating multiple (up
to 4) pairs of Tx/Rx chains, we can implement a MIMO phased array
radar, with fine angular resolution owing to the massive number of
antenna elements. Since the phased array module does not include
a self-interference cancellation design, the Tx antenna can leak
signals to the co-located Rx. We found the leakage is acceptable
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for short-range sensing, as long as the Tx and Rx planes are placed
side-by-side (within the low-gain direction of each other), and a
small metal blocker is placed in between.

Commercial mmWave radar hard-codes the signal processing
flow on chip. In contrast,M3 realizes a software-defined mmWave
radar. The waveform generation, beam control, and post process-
ing can all be customized on the BPU. We have implemented the
classical FMCW radar ranging algorithm [32] on M3, along with
a simple angle estimation method, to locate multiple targets. Al-
though recent systems explored mmWave sensing applications, e.g.,
gesture/vital sign sensing [27, 36, 64], environment reconstruction
[57] and imaging [70], they all use horn antennas or a small an-
tenna array. We believe M3’s massive MIMO radar can bring the
RF sensing resolution to the next level.

9 SYSTEM EVALUATION
We have quantified M3’s control path performance in Sec. 5. In
this section, we evaluate its data path performance, and showcase
its capabilities in real-time communication and radar sensing by
integrating both paths.

Effectiveness of the bridge board design. The data path is
mostly built from commodity 802.11ad NIC, except for the bridge
board. We thus focus on how the bridge board affects the SNR and
phase noise performance. All our SNR measurements are done by
running reference OFDM code (adapted from [53]) on our BPU.
Note that imperfections in the digital baseband (e.g., quantization
error, channel estimationmiss-match) may also degrade SNR. There-
fore, we mainly examine the relative SNR compared with baselines,
rather than the absolute values.

We first isolate the PM, and only compare the SNR between two
loopback settings: directly connecting a low-IF BPU’s Tx port with
its Rx; attaching the bridge board, and directly connecting the Tx
bridge board output (i.e., 15 GHz IF) with the Rx input. Here the Tx
and Rx share the same LO to avoid the impact of CFO and phase
noise, and use USRP N310 as BPU with a fixed gain configuration.

The result in Fig. 16 shows that, for low-IF frequency range be-
tween 300 MHz and 3 GHz, the SNR is similar with and without the
bridge board, implying that the bridge board itself incurs negligible
SNR degradation across a ∼ 3 GHz wide bandwidth. Since many ex-
isting SDRs [15, 19, 28] support this low-IF frequency range (with
much narrower bandwidth than 3 GHz), the result impliesM3 can
interface with such SDRs with high performance. The bridge board
SNR shows a reasonable level of linearity (std. 1.3 dB) within this
frequency range, which is mostly due to hardware non-linearity

Table 2: Phase Noise Measurements.

Phase noise (dBc/Hz)
@1kHz @10kHz @100kHz @1MHz @10MHz

Ref clk -51 -53 -75 -101 -119
LO -44 -51 -72 -98 -116

low-IF+IF -43 -51 -72 -97 -115
End-to-end -30 -32 -45 -73 -87

Table 3: SNR for Different Baseband Units

Heterodyne Homodyne
BPU device N310 B210 WARP FMC150 FMCDAQ2

Bandwidth (MHz) 62.5 30.72 20 20 500
Loopback SNR (dB) 42.2 34.7 29.3 34.4 33.4
OTA

SNR (dB)
64 FFT 18.3 17.2 10.1 NaN 19.0
16 FFT 12.5 10.5 13.8 9.2 16.6

in frequency domain and can be considered part of the frequency-
selective channel fading. Beyond 3.8 GHz low-IF, the SNR gap
increases and varies more significantly (5 to 15 dB). Such gap can
potentially be compensated by setting different baseband gains for
different frequency bins.

To show the frequency linearity of the bridge board design in
homodyne mode, we use FMCDAQ2 as the BPU and transmit a
wideband (1 GHz) OFDM signal. The SNR through bridge board is
28.8 dB with high stability across subcarriers (a small std. 0.9 dB).
For comparison, the direct DAC-to-ADC SNR is 33.4 dB. The SNR
gap is higher than the heterodyne case, which is likely due to the
I/Q imbalance incurred by the HMC8191 mixer.

Phase noise. Phase noise originates from the instability of ref-
erence clocks, which is negligible for low-frequency carriers, but
amplified by 20 log(N ) for every ×N frequency multiplier [29]. So
it is a critical metric for mmWave radios. RecallM3 employs two
stages of frequency multipliers: ×2 on the bridge board and the
×6 on the RF front end. The phase noise will be worsen by 6 dB
and 15.6 dB, respectively. To validate the impacts on the actual
hardware, we use a spectrum analyzer to measure the phase noise
at different stages of the transceiver path. Table 2 summarizes the
results at 4 measurement points. (i) Ref clk: 7.56 GHz reference clock
which provides the baseline. (ii) LO: 15.12 GHz LO generated by
the bridge board, measured at the bridge board output (with a DC
input), which shows only around 3 dB degradation. (iii) Low-IF+IF:
The bridge board’s IF output (at 12.72 GHz), when feeding a low-IF
input (at 2.4 GHz) from a signal generator. It shows similarly low
phase noise with the 15.12 GHz LO, which means the bridge board
design does not add additional phase noise. (iv) End-to-end: The phase
noise at the IF port of the RX bridge board, after an over-the-air
transmission. It is much higher because it accumulates the noise
from low-IF, IF, and RF at both Tx and Rx side. Note that the end-
to-end phase noise is -45 dBc/Hz at 100 kHz frequency offset, 27 dB
higher than that at the IF. Such phase noise will substantially de-
grade OFDM performance when the subcarrier spacing falls below
100 kHz. This is the reason why practical mmWave systems adopt
much wider subcarriers (e.g., 5 MHz for 802.11ad).

End-to-end SNR. We further evaluate the end-to-end perfor-
mance of M3 using different BPUs with different bandwidth and
heterodyne/homodyne interfaces. In this experiment, the Tx is a
single phased array with a 90◦ beam (Fig. 14) pointing to the Rx.
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The Rx, 1 m away, is a single phased array with a quasi-omni beam
(by only activating a single antenna element). We measure both
over-the-air (OTA) and loopback SNR, the latter obtained by di-
rectly connecting the Tx and Rx port (or DAC and ADC) of the BPU.
We oversample the OFDM symbols 2× to mitigate SNR degradation
by the digital baseband. The OFDM FFT size is either 64 or 16, the
latter corresponding to 4× wider subcarrier spacing.

From the results summarized in Table 3, we observe: (i) The
OFDM FFT size has a significant performance impact. Typically, 64
FFT should lead to higher baseband SNR owing to finer grained
channel estimation and equalization. However, it also translates into
narrower subcarrier spacing, and thus lower RF SNR due to phase
noise [34]. This tradeoffmanifests itself differently for different BPU
devices (e.g., for the WARP and FMC150, 16 FFT leads to higher
SNR instead). (ii) The performance of BPU itself does not determine
the end-to-end performance, since the RF noise affects more than
that of the BPU. For example, the B210 has comparable OTA SNR
with N310, despite a lower loopback SNR. On the other hand, the
FMCDAQ2 has the best OTA SNR even though the loopback SNR
is relatively low.

We remark that the above measurement under-utilizes the beam-
forming gain at RX side, which is in quasi-omni mode (5 dB gain).
The maximum beamforming gain of a 6×6 array for Rx is 14 dB
according to the specifications of the PM, so the OTA SNR can be
improved by 9 dB if Rx side beamforming is enabled. If all 8 arrays
are used on both Tx and Rx, then the SNR of the link will further
improve dramatically, by 18 dB for Tx and 9 dB for Rx, respectively.
Following the Friis propagation model, the signal power degrades
by around 36 dB when link distance increases from 1 m to around
63 m. This means the same level of SNR in Table 3 can be achieved
even at 63 m link distance. Furthermore, baseband processing gain
can further improve the SNR (e.g., through DSSS modulation).

Integrating control and data path for real-time beam scan-
ning. We now showcase the joint control and data operations in a
real-time mmWave communication system. Here the BPU continu-
ously transmits OFDM frames, while the control FPGA changes the
Tx beam each frame. Fig. 17 plots the measured RSS for 64 Tx beams,
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Figure 19: Performance of software defined FMCW radar.

with a fixed Rx beam. The zoomed-in subfigure shows consecutive
switching between 4 beams, each with a frame duration of 60µs .
Fig. 18 further shows a sample of CSI measurement (per-subcarrier
magnitude and phase) from one beam. The frame duration is lim-
ited by the sampling rate of N310. With a multi-Gsps BPU, M3

can achieve 802.11ad-compatible frame duration or beam switch-
ing frequency (Sec. 5). With such fine-grained per-beam channel
measurement capabilities,M3 will enable research into real-time
mmWave systems.

Software defined radar showcase. To verify the software-
defined radar design, we set up two example scenes. First, we use a
radar with an FMCW waveform to determine the distance of the
objects by finding the peaks in frequency domain. Two objects are
placed at 90◦ relative to the antenna plane with 0.5 m distance differ-
ence, which results in the two spectrum peaks shown in Fig. 19(a).
The two peaks are separated by around 0.5 m, which shows the
feasibility of range detection. Second, two objects are placed at 70◦
and 110◦ angles relative to the antenna plane at the same distance
from the phased array. To estimate the relative angles of the objects,
the Rx phased array scans 128 beams evenly partitioning the polar
angle on X-Z plane, while the Tx illuminates the scene using a
quasi-omni beam and an FMCW waveform. By taking the peak
value of the frequency spectrum of each angle and apply a moving
average with a 20 points window, we obtain the reflection response
of different angle. The peaks are at 69◦ and 105◦, approximately the
direction of the two targets. This beam scanning approach repre-
sents a very rudimentary method of angle estimation. The angular
resolution can be improved by leveraging the vast literature of
phased array radars, e.g., eigen-space methods such as MUSIC [41],
joint AoD/AoA estimation [57], etc..

10 CASE STUDIES
In this section, we conduct two case studies to demonstrate the use
ofM3 in mmWave MIMO networking and sensing.

10.1 mmWave MIMO Hybrid Beamforming
Prior research in mmWave MIMO either used statistical channel
models [4, 5, 16] or synthesized MIMO by moving a single phased
array to different locations [17, 18]. Here we conduct the first
mmWave MIMO link measurement using M3 to understand the
various design choices that may affect its performance.

10.1.1 SU-MIMO Hybrid Beamforming. MmWave MIMO trans-
mitters can send multiple streams of data either to a single user
(SU-MIMO) or to multiple users (MU-MIMO). MmWave MIMO
generally operates in two stages to realize hybrid beamforming
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Figure 20: SU-MIMO throughput: (a) Scenario comparison
using k-best, k = 50, (b) Throughput after considering beam
training overhead (k: k-best; E: Evolutionary algorithm).

[47, 61]: (i) Select the best beam indices for each phased array (ana-
log beamforming); (ii)Measure the channel with the selected beams
to achieve either diversity or multiplexing gain (digital beamform-
ing).

Whereas the second stage is similar to legacy MIMO in 802.11ac,
the IEEE 802.11ay task group has proposed a number of possible
algorithms for the first stage [4, 16]: (i) Exhaustive beamforming
measures the available throughput for all available combinations of
phased array configurations; (ii) k-best algorithm ranks the configu-
rations based on a coarse sector-level beam sweep and tries the top
k configurations. (iii) Evolutionary algorithm randomly selects con-
figurations to try using a probability derived from the sector sweep,
and stops early when the link metric exceeds a certain threshold.

We evaluated 2×2 mmWave MIMO performance in a multipath-
rich conference room and a multipath-poor outdoor environment,
with a metal box 2 m away from the Tx in each, to create NLoS
blockage effect. The Rx moved past the obstacle and samples the
channel at 9 locations, with 4 experiencing blockage. We first col-
lected sector sweeps for each phased array using N310 as BPU. Next,
we tried all possible combinations of phased array sector selections,
transmittingOFDM symbols and training preambles simultaneously
from the Tx phased arrays. Using the received data, we estimated
the SNR achievable via diversity using the beamforming MMSE
SNR estimator [10], as well as the SNR of each multiplexed channel,
and found the corresponding channel capacities for the available
bandwidth. We then ran the exhaustive algorithm and two heuristic
algorithms on the data set.

Fig. 20(a) compares the capacity for diversity vs. multiplexing
in these scenarios, using the same beam training method (k-best).
We observe that the multiplexing capacity is ∼ 50% higher than
diversity capacity in the indoor environment, but ∼ 30% lower in
outdoor LoS scenarios. However, in outdoor NLoS scenarios, mul-
tiplexing achieves higher throughput. Overall, multiplexing gain
is most prominent in multipath-rich and NLoS environment. This
suggests that it would be beneficial to adaptively select the digital
beamforming mode based on the channel context. Such context in-
formation may be provided through alternative channels such as
an optical sensor [20]. The capacity is lower than the theoretical
maximum in 802.11ad because the BPU has only 100 MHz of band-
width, and the corresponding maximum throughput is 325 Mbps
for a single link with this bandwidth.

Fig. 20(b) shows the average throughput among all scenarios
after accounting for beam training overhead. We emulate the varia-
tion in re-training time due to different mobility levels by varying
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Figure 21: MU-MIMO capacity in different scenarios: In/Out:
Indoor/Outdoor; Wide/Narrow: different beamwidths.

the temporal separation between measurements, since these algo-
rithms perform complete re-training whenever the channel changes.
The evolutionary algorithm performs better in lower mobility. The
algorithms have similar performance under high mobility, but k-
best may be preferred since the evolutionary algorithm is stochastic
and less predictable.

10.1.2 MU-MIMO Hybrid Beamforming. For MU-MIMO testing,
we collected channel data using two codebooks, corresponding to
narrow and wide beams (Sec. 6). Due to limitedM3 radios available,
we created a 2×2 MU-MIMO setup by using the same 2 RF chain
Tx but moving the 2 RF chain Rx to the same locations as in the
SU-MIMO experiment. With the channel data, we determined the
total capacity of the channel for three beamforming strategies:
(i) analog beamforming alone, using the best capacity among all
beam selections, (ii) mmWave MIMO using zero-forcing with the
globally optimal beam selections, (iii) mmWave MIMO as in (ii),
but using the beams selected in (i). We evaluated 50 random sets of
Rx locations for each test scenario.

From the results (Fig. 21), we observe that, unlike in the SU-
MIMO experiments, MU-MIMO achieves higher capacity in the
outdoor environment because multipath introduces additional in-
terference for widely-spaced Rx. Zero-forcing increases the achiev-
able indoor capacity by 2.2× and outdoor capacity by 2.3×, which
suggests that there are large performance gains available from hybrid
beamforming in MU-MIMO scenarios, rather than analog beamform-
ing alone. These capacity gains are approximately equal for both
codebooks (narrow and wide), which suggests that interference sig-
nificantly impairs capacity even with a more directional codebook.
Moreover, we note that using MU-MIMO with the optimal beams
from analog beamforming achieves 1.9× improvement over analog
beamforming alone, which means thatwe can harvest MU-MIMO ca-
pacity gains by simply using zero-forcing along with a beam selection
algorithm such as [17, 24], without requiring multiple measurement
rounds as proposed in existing approaches [18].

10.2 Multi-Array mmWave Radar
To showcase the spatial resolution advantages of theM3 radar with
multiple phased arrays, we place two metal boxes (5 × 10 cm cross
section) 8 cm apart, and place them 1 m in front of the radar. An
OFDM signal is transmitted by a quasi-omni Tx to illuminate the
scene. We vary the number of Rx phased arrays and generate corre-
sponding AoA pseudo-spectrum using the MUSIC algorithm [12].
As shown in Fig. 22, the two objects’ angles cannot be separated at
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all (i.e., a single AoA peak) with only one phased array and hardly
with 2 arrays. With 3 phased arrays uniformly placed adjacently
(i.e., half wavelength separation between elements on the edge), the
angular resolution is sufficiently high to clearly differentiate the
two targets. In addition, we investigate a non-uniform array layout,
where the 1st and 2nd array are adjacent and the 3rd array is L (the
width of one phased array) away from the 2nd one. Since this layout
expands the effective antenna aperture size, the angular resolution
is improved accordingly, but at the cost of prominent side lobes,
which can be precluded based on prior knowledge (e.g., knowing
only two objects exist). In a nutshell,M3 can improve the angular
resolution of the Radar practically by coherently combining multiple
phased arrays, and through non-uniform array layout. In addition,
the angular resolution can be further enhanced by exploiting all
the 4 Tx and 4 Rx arrays. In effect, by separating adjacent Rx arrays
by L and Tx arrays by 4L, we can effectively improve the antenna
aperture to 16L, and the Radar resolution would be equivalent to a
phased array with 96 × 11 = 1056 elements [26, Ch 2.3]!

11 RELATEDWORK
Early experimental work on mmWave focused on channel measure-
ments using specialized sounding hardware [7, 63], with a rotating
horn antenna to capture the spatial channel profile (AoA, AoD, etc.).
A more flexible approach, using a mmWave frequency converter
[51] attached to a programmable BPU, was adopted in early 60 GHz
networking and sensing experiments [40, 43, 46, 55, 67, 68]. The
channel response is emulated through an angle-wise multiplication
between an ideal phased array’s gain pattern (computed based on its
codebook), and the channel’s AoA/AoD profile measured between
the Tx and Rx’s horn antennas. E-Mi [57] adopted time-lapse emula-
tion, creating a virtual phased array by placing an omni-directional
mmWave antenna at different locations. Both approaches assume
the channel is stationary during the antenna rotation/movement,
which is not applicable when the devices or nearby objects are
moving.

OpenMili [65] represents the first 60 GHz software radio with
a programmable phased array, fabricated using discrete RF com-
ponents. Despite its flexibility, OpenMili has a few limitations: rel-
atively high cost (>$15K per node); small (4-element) phased ar-
ray with low-resolution (only 5 beam patterns); no support for
mmWave MIMO—a key feature in next-generation mmWave stan-
dards [22, 37, 69]. MiRa [2] is a 24 GHz RF front-end built from
discrete components (power amplifier, mixer, LO), acting as a daugh-
terboard for USRPs. It has an 8-element phased array, fabricated

using a PCB and 18-24 GHz phase-shifter ICs. As in OpenMili, the
on-board phased array tends to incur high fabrication cost and
cannot easily scale. Moreover, it highly depends on the availability
of phase-shifter ICs—which are only available below 24 GHz (the
reason why the 60 GHz OpenMili has to use delay lines as phase
shifters instead). X60 [39] is the first 60 GHz software radio with
an integrated 12-element phased array. However, it only offers 25
prescribed beamforming vectors and does not allow reconfiguring
the codebook. Its high cost also hinders its wide adoption.

The latest versions of commodity 802.11ad radios are exposing
certain PHY layer parameters to the host drivers, allowing reconfig-
uration of codebook, beam index, beacon interval, etc., at a coarse
time scale [45, 52, 56]. Palacios et al. [35] proposed a method to
reconstruct the CSI by scanning the RSS of different beams on a
Talon AD7200 802.11ad radio. Wang et al. [52] adopted the Airfide
802.11ad device [3] as a partially programmable mmWave radio to
investigate multi-array multi-beam management. These systems
do not support real-time beam control, customized baseband wave-
forms, and MIMO operations.

Recent demands in automotive sensing and wireless health have
revived the design of consumer-grade mobile mmWave radar. Ex-
amples include TI’s 76-81 GHz MIMO radar with 2Tx, 4Rx [48], and
Vayyar’s 62-69 GHz radar with 20Tx and 20Rx antennas[50]. To
reduce cost, such radar devices adopt predefined waveforms (e.g.,
FMCW) to avoid digital baseband processing. In contrast,M3 can
act as a more flexible software-defined radar with arbitrary I/Q
waveform generation and processing. Its massive phased array and
hybrid beamforming architecture can potentially enable orders of
magnitude higher spatial resolution.

Despite thewell established potential ofmmWavemassiveMIMO
in theory [11, 47, 49], experimental validation is limited due to lack
of a flexible and affordable platform. Recent mmWave MIMO sys-
tems [17, 18] studied the problems of efficient beam training and
MU-MIMO user selection, and created a virtual MIMO by moving a
single X60 radio as in [57]. Such approaches cannot strictly ensure
channel coherency across different measurement locations/times-
tamps, and are not applicable to mobile and dynamic environment.

12 CONCLUSION
We have demonstrated the feasibility of reengineering a commodity
802.11ad mmWave radio into a low-cost massive MIMO software
radio, i.e., M3. Our design choices in M3 focus on optimizing the
radio performance, while keeping its architecture simple and scal-
able. Our experiments have verified the effectiveness of the M3

design. Considering its flexibility, performance, and affordability,
we expect M3 to change the landscape of research in mmWave
networking and sensing. Since commodity mmWave radios tend to
share similar architectures, our design can potentially be applied
to create mmWave software radios on other frequency bands (e.g.,
based on 5G NR radios).
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